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Dr Mats Isaksson 
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Industry 4.0 refers to the fourth industrial revolution. While the third industrial revolution involved 

the introduction of robotics and IT, the fourth industrial revolution focuses heavily on interconnectivity, 

reconfigurable autonomous automation, machine learning, and real-time data. Industry 4.0 applies to the 

entire life cycle of a product, including repair and recycling. It addresses the challenges of designing 

automation solutions that can adapt to changing conditions and achieve highly customized production. 

These challenges are particularly common in repair applications, where automatic repair of different 

product variants with various defects requires an extremely flexible automation solution.  

A car headlight housing is priced between $300 and $6000. After a collision, the headlight housing 

often suffers only minor damages, such as one or a few broken plastic lugs; however, the entire headlight 

housing is typically replaced while the discarded unit ends up in landfill. Aside from the environmental 

impact, replacing a headlight housing has several other issues, including long lead times or cost and space 

issues if all headlight models would be stored. Manual repair is sometimes an option; however, it has 

multiple issues, including a lack of skilled workers and difficulties in achieving consistent quality and 

visually pleasing result. 

In this presentation Dr Isaksson will describe a recently concluded collaboration between 

Swinburne University, PlastFix, and Innovative Manufacturing CRC (IMCRC) targeting automation of 

plastic repair. The presentation will showcase how advanced robotics, 3D printing, 3D scanning, and the 

development of a novel polypropylene composite filament were integrated to create a demonstrator for 

automatic repair of car headlight housings.  

 

 

 

 

 

 

 

 

 
  



Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

xii 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

xiii 

 

 

 

Keynote Speech 
 

 

Learning to Personalise Human Activity Recognition  
 

Professor Nirmalie Wiratunga 
 

Robert Gordan University, United Kingdom 

n.wiratunga@rgu.ac.uk 
 

 

 

Innovative, person-centred strategies are required to monitor and predict physical activity and 

exercise behaviours, to scan and anticipate environmental barriers to activity, and to provide social and 

motivation support. Integrated Human Activity Recognition (HAR) and assistive technologies promise 

play a key role in this regard by enabling people to live their life well regardless of their chronic conditions. 

HAR is the classification of human movement, captured using one or more sensors either as wearables or 

embedded in the environment (e.g., depth cameras, pressure mats).  

State-of-the-art methods of HAR rely on having access to a considerable amount of labelled data 

to train deep architectures with many train-able parameters. This becomes prohibitive when tasked with 

creating models that can personalise to nuances in human movement, such as when performing physical 

activities and exercises. In addition, collecting training data that can cover all possible subjects in the 

target population can be prohibitive. Instead, what we need are methods that can learn personalised models 

with few data for HAR research. 

Recent advances in meta-learning provides interesting opportunities for similarity learning and 

personalised recommendations. Rather than learning a single model for a specific task, meta-learners adopt 

a generalist view of learning-to-learn, such that models are rapidly transferable to related but different new 

tasks. Unlike task-specific model training; a meta-learner’s training instance, referred to as a meta-instance 

is a composite of two sets: a support set and a query set of instances. 

In our work, we introduce learning-to-learn personalised models from few data. We extend the 

meta-instance creation process where random sampling of support and query sets is carried out on a 

reduced sample conditioned by a domain-specific attribute; namely the person or user, in order to create 

meta-instances for personalised HAR.  

I will present our recent work on learning personalised HAR models with few data and motivate 

our contribution through an application where personalisation plays an important role, mainly that of 

human activity recognition for self-management of chronic diseases.   
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Abstract - Autism spectrum disorder (ASD) is one 
of the most common neurodevelopment disorders that 
severely affect patients in performing their day-to-day 
activities and social interactions. Early and accurate 
diagnosis can help decide the correct therapeutic 
adaptations for the patients to lead an almost normal 
life. The present practices of diagnosis of ASD are 
highly subjective and time-consuming. Today, as a 
popular solution, understanding abnormalities in brain 
functions using brain imagery such as functional 
magnetic resonance imaging (fMRI), is being 
performed using machine learning. This study presents 
a transfer learning-based approach using Inception v3 
for ASD classification with fMRI data. The approach 
transforms the raw 4D fMRI dataset to 2D epi, stat 
map, and glass brain images. The classification results 
show higher accuracy values with pre-trained weights. 
Thus, the pre-trained ImageNet models with transfer 
learning provides a viable solution for diagnosing ASD 
from fMRI images.  

 
Keywords - epi images, fMRI, Inceptionv3, stat map 

images, transfer learning  

I. INTRODUCTION  

The current motivation of psychiatric neuroimaging 
research is to identify objective biomarkers to diagnose 
neurological disorders like Autism Spectrum Disorder 
(ASD) and Attention deficit hyperactivity disorder 
(ADHD). Recent advances in the field of biomedical 
imaging and deep learning provide efficient diagnostic and 
treatment processes to identify different brain-based 
disorders [1][2][3]. This paper proposes a novel technique 
for automatic identification of ASD by applying Transfer 
Learning (TL) on Functional Magnetic Resonance Imaging 
(fMRI) data.  

ASD is identified as a common multifactorial 
neurological disorder that affects the development of the 
brain, causing numerous disabilities. ICD-10 WHO (World 
Health Organization) [3] and DSM IV APA (American 
Psychiatric Association) [5], have specified main features 
in human interactions and behaviour of the patients, which 
can be used to diagnose ASD. Individuals diagnosed with 
ASD typically suffer from speech and communication 
difficulties, issues in social interaction, and lack of eye 

contact [2]. 
 In 2018, the Centers for Disease Control and 

Prevention (CDC) in USA have shown that the ratio of 
Autism patients to the general population is 1 to 59. This is 
twice as grater as the ratio reported in 2004, which was 1 to 
125 [6]. Generally, there is a higher tendency of males being 
diagnosed with ASD than females, where the reported ratio 
is 4 to 1.  According to the WHO report, it is estimated that 
1 in 160 children has an ASD, worldwide. The study 
conducted in 2009 found that the prevalence of ASD among 
18–24-month children is 1.07% in Sri Lanka [7]. 

Diagnosing ASD is a subjective and difficult task since 
there is no specific medical test. Usually, symptoms of ASD 
begin to appear before the age of 3 and it can prevail 
throughout the entire lifetime of a person, even if the 
severity may decline over time. Physicians and clinicians 
diagnose ASD by observing the patient’s behaviour and 
development, considering the child’s family history, genetic 
details, the progress of the development, and the skills they 
have in their lifestyle [2]. Current diagnostic processes may 
be carried out by involving several professionals from 
different disciplines with special skills t to identify the ASD-
specific characteristics Error! Reference source not 
found.. Lack of experience and training may lead to 
misdiagnosis of the children suffering from ASD. Research 
shows that early detection of ASD can lead to better results, 
enabling various ways to minimizing the symptoms and 
maximizing abilities [1].  

The exact cause behind ASD is still unknown. A recent 
hypothesis in neurology has identified unusual neural 
activities in the brain of ASD patients. The cause has been 
discovered as the irregularities in neural patterns, 
disassociation, and anti-correlation of cognitive function 
between different regions, that affect the global brain 
network [9]. Thus, the fMRI data can be used to identify the 
abnormal neural pattern between brain regions to identify 
ASD.  

The novelty of the paper was in carrying out a study to 
investigate the adaptation of pre-trained ImageNet weights 
on the Inception v3 model to classify ASD form controls 
using raw fMRI data. The Inception v3 model forms layers 
in parallel, whereas other models arrange layers in stacks. 
Thus, the Inception v3 model consists of a lesser number of 
parameters and generally provides higher accuracy 
compared to other models like VGG16, ResNet50. 
Therefore, the proposed approach uses Inception v3 

mailto:lakminiherath0@gmail.com
mailto:dulanim@cse.mrt.ac.lk
mailto:vajira54@yahoo.com
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architecture as the backbone deep learning technique. Most 
of the past research has used already preprocessed fMRI 
images like C-PAC (Configurable Pipeline for the Analysis 
of Connectomes) or various techniques [1] to preprocess 
fMRI images. In these studies, they have used features like 
functional connectivity (FC), specific brain regions related 
to ASD [10][11] to recognize ASD. The proposed method 
converted the raw 4D fMRI image to 2D epi images, stat 
map images, and glass brain images, while considering the 
sagittal, coronal, and axial views of brain volumes. The 
Inception v3 model was trained with and without ImageNet 
weights to investigate the weight transferring of different 
target domains. Thereafter, Section II gives a brief 
introduction to the background. Section III explains the 
workflow and the methodology followed by the research. 
Section IV discusses the model evaluation and, finally, 
Section V concludes the paper. 

II. BACKGROUND 

Functional MRI is a non-invasive technique that 
measures brain activities by detecting variations associated 
with blood flow [12]. It identifies high neural activity based 
on the fact that cerebral blood flow and neural activity are 
correlated, so that blood flow is high in the brain where 
neurons are highly active. The functional relationship that 
occurs in different brain regions at resting or task-negative 
state is measured by resting-state fMRI. It allows the 
observer to identify the abnormalities of the brain function 
easily due to the absence of added task-related brain 
functions. [13][14]. Thus, it is one of the popular techniques 
used in  the identification of neuro-developmental disorders 
by observing the associations between brain function and 
phenotypic features [3][14].  

Machine Learning (ML) is used to perform recurring 
and tedious tasks using feature extraction methods on raw 
data or with the features learned by other machine learning 
models. However, some issues associated with the medical 
image database have caused some limitations of using ML. 
For instance, the incompleteness by missing parameters and 
the lack of publicly sufficient labelled databases [16]. 
Furthermore, the performance of ML in medical image 
classification is far from the practical standard while the 
feature extraction and selection are time-consuming. 
The trending branch of ML, Deep learning (DL), can 
autonomously extract the prominent features from the raw 
input data, through a hierarchical sequence of non-linear 
transforms. DL is being used to identify patients with 
normal groups and it is further enhanced as a model to 
foresee the risk of developing disorders and predicting 
responses to different treatment procedures [11][14]. The 
fundamental goal of applying DL to neuroimage analysis is 
to remove the cumbersome and ultimately limiting feature 
selection process.  

Moreover, Convolutional Neural Networks (CNNs), 
which are prevalent Deep Neural Networks (DNN), have 
shown significant performance in image classification 
[10][17][18]. DL models that use CNN are highly accurate 
because CNN extracts and learns features directly from 
images during the training process of the network.  

As a result of the small sample size and high 
dimensionality of the fMRI dataset and the lack of 
interpretability of DL models, the application of whole-
brain fMRI data is still limited [19]. Generally, a small 
number of ASD patients undergo fMRI scans as most seek 

different other types of diagnosis for the moment. This leads 
to the unavailability of large sample datasets. However, 
many fMRI samples (volumes) are recorded for a single 
subject. These volumes can contain hundreds of 
dimensions, known as voxels. That results in lesser samples, 
but many dimensions in fMRI datasets. Thus, DL methods, 
as well as traditional machine learning methods, struggle in 
the learning curve, resulting in overfitting. In that case, TL 
is the key solution to this challenge. 

Transfer learning is a way of gaining and storing 
knowledge from solving a problem of one task and applying 
it to a different but related task. It has become a popular 
concept in recent years and has been applied in a diverse set 
of domains.  Pretraining is the first phase of TL in which, 
the network is trained using a large dataset consisting of 
highly varied labels/categories, representing many different 
areas. Then, the pre-trained network is ‘fine-tuned’ using a 
specific dataset from a field of interest. With this two-stage 
method, the high resource and time-consuming pre-training 
operation can be conducted only once, and then the results 
can be used in many different areas by fine-tuning.  
In the field of medical image analysis, the current trend is to 
fine-tune an existing model with its architecture, with its 
pre-trained weights. ResNet [20], and Inception [21][22] are 
the few popular pre-trained DL models, which are trained 
on ImageNet datasets that are extensively applied in medical 
TL applications [23]. However, there is a considerable 
difference between ImageNet classification and medical 
image analysis in various ways.  

In medical imaging problems, large images are 
represented a bodily region of interest which are used to 
identify the nature of the disease by recognizing the 
variations. On the other hand, in natural image datasets such 
as in ImageNet, the entire subject can be found within an 
image [23]. Further, ImageNet is a large dataset consisting 
of more than a million images that are smaller in size, while 
those of medical imagery is larger in size, but the number of 
images in the dataset is small. In addition, ImageNet is being 
trained for thousands of classes, while medical images are 
classified into few classes, less than 20, for instance. 
Moreover, the higher layers of the ImageNet architecture 
consist of many parameters, hence, is not the finest model 
for medical image classification.  

Many CNN-based methods have been proposed to 
solve the problem of diagnosis of ASD using fMRI data, 
which remain unsolved and challenging. Related studies 
have addressed different approaches of pre-trained CNN 
networks like VGG 16, ReNet50, and Inception v3 with 
ImageNet weights with different input images. Husna et al. 
have applied a DL method from CNN variants of VGG-16 
and ResNet-50 to identify ASD patients and extract the 
robust characteristics from fMRI. An accuracy of 63.4% and 
87.0% has been achieved respectively [24]. 

In order to detect ASD, Dominic et al. have used a pre-
trained InceptionResNetV2 model with TL on the 
augmented dataset. This has been generated by converting 
4D resting-state fMRI into 2D data, where a validation 
accuracy of 57.75% has been achieved [25]. Ahmed et al. 
have developed an image generator, which developed single 
volume brain images from preprocessed fMRI images that 
are available in ABIDE dataset. The images were classified 
using ensemble classifiers which are combined with four 
different types of pre-train networks DenseNet, ResNet, 
Inception v3, Xception, and a CNN. The study has used 
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VGG16 as a feature extractor and gets an overall accuracy 
of around 82.7% [26]. 

Chen et al. have developed a VGG19 based CNN 
model with TL which provides 74.5% accuracy. The model 
predicts the cognitive assessment of infants using a brain 
structural connectome constructed by Diffusion tensor 
imaging (DTI) [27]. A deep multimodal proposed by Tang 
et al. have used two types of connectome data offered by 
fMRI scans. In Phase, I, the feature extractors, multilayer 
perceptron (MLP) and ResNet-18 were separately trained as 
independent networks. In phase II, an end-to-end model was 
obtained by combining MLP and ResNet-18 model with 
four fully connected layers as their output layer. The 
resulting multimodal network has been trained from scratch 
and classification accuracy of 74% has been achieved [28]. 

In another point of view, a few studies have used EEG 
signals and thermal images to diagnose ASD using machine 
learning-based classification techniques [29]Error! 
Reference source not found.. Haputhanthri et al. have 
utilized a correlation-based feature selection method to 
select relevant features and the necessary number of EEG 
channels. They have achieved an accuracy level of 93% by 
using Random Forest and Correlation-based Feature 
Selection Error! Reference source not found.. The 
Accuracy of both logistic regression and multi-layer 
perceptron classifiers was able to be increased to 94% by 
integrating EEG and thermographic features [29]. 

III. DESIGN AND METHODOLOGY 

 
A. Dataset  

The Autism Imaging Data Exchange (ABIDE I/ II) 
dataset was used to carry out the proposed study [30] [31]. 
ABIDE is an online sharing consortium that provides 
Resting state fMRI (rsfMRI) data of ASD and controls 
participants' data with their phenotypic information. The 
ABIDE datasets consist of 17 different imaging sites. Out of 
the total dataset, a sample group aged between 0-12 is 
selected. 

The sample dataset consists of 69 ASD individuals and 
69 matched controls belonging to Kennedy Krieger Institute 
(KKI) data. The proposed ASD identification workflow is 
involves data preparation by converting 4D data to 2D 
images, feature extraction, followed by TL using pre-trained 
DNN model (InceptionV3), and evaluation as shown in Fig. 
1. 

 
B. 4D to 2D image transformation  

The 4D fMRI image was transformed to a 2D image 
set, by slicing it along the sagittal, coronal, and axial 
directions. NIFTI is a file format for neuroimaging. As 
illustrated in Fig. 2, the 4D NIFTI image consists of a series 
of 3D volumes along the 4th axis; the time. The shape of the 
4D image is identified and a series of 2D brain images is 
formed, considering the 3D brain volumes. As an example, 
the shape of the 4D image is 128, image converter creates 
128 2D images from each volume. Three types of plotting 
functions epi, stat_map, and glass_brain were used to create 
three different types of 2D images from the raw fMRI 
images. A random slice from the sagittal, coronal, and axial 
direction was formed using the cut_coods parameter [26]. A 
total of 138 fMRI images in the proportion of 69 ASD 

samples and 69 TD were converted to 20500 sample 2D 
images and saved in .png format. 

 

Fig. 1. ASD identification process 

 
Fig. 2. Process of converting 4D fMRI image to 2D images 
 

C. Transformed 2D image types  

Three types of image plotting methods were used to 
train the neural network. Epi images are Echo-Planar 
Imaging. This is the type of sequence used to acquire 
functional or diffusion MRI data. Statistical images or stat 
maps plot cuts of a region of interest (ROI)/mask image of 
frontal, axial, and lateral. Epi images and stat images are 2D 
visualization images. The glass brain images represent the 
3D view of the brain while plotting 2D projections of an 
ROI/mask image.  

D. Augmentation 

The training dataset was artificially increased using a 
data augmentation module, so that the training of the 
network was benefitted with a higher variation of input data. 
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For this purpose, Keras-based ImageDataGenerator was 
used by defining the image augmentation parameters such 
as batch size (32), rescale (1. /255), transformations (shear, 
zoom, rotation). Here, the rescale parameter 1. /255 
transforms every pixel value from range [0, 255] -> [0,1], 
since 255 is the maximin pixel value. These augmentation 
methods increase the specificity and the sensitivity of 
medical images in the classification task. This may reduce 
network overfitting and support the model to generalize 
properly. Augmented epi images are shown in Fig. 3. 

 

 
Fig. 3. Augmented epi images 
 

E. Transfer learning settings with CNN 

Inception v3 [32] model was selected as the CNN 

model to train the nine different image datasets using the 

TL approach. Inception v3 model pertained with ImageNet 

dataset (Natural images), which consist of 1.28 million 

training images, 100 k testing images, and 50 k validation 

images to classify 1000 classes. InceptionV3 model, layers 

are often connected in parallel instead of being stacked on 

top of one another and it is 42 layers deep.  It comprises 

several inception modules that contain convolutions, 

average pooling, max pooling, dropouts, and fully 

connected layers. SoftMax is used to compute the loss. It 

employs techniques like regularizations, parallelized 

computations, dimension reduction, and factorized 

convolutions to optimize the network and enhance the 

model adaptation. The Inception v3 model was modified to 

adapt them to our classification task shown in Fig 4.  

The InceptionV3 model deployed without the top 

layers and append new layers to the top layer. CNN was 

trained in two distinct ways and those are named MED1 & 

MED 2. 

 

MED1: Initialize the Inception v3 by ImageNet weights 

and overlayer with TP1 top layers 

MED2: Initialize the Inception v3 by random weights and 

overlayer with TP1 top layers  

Fig. 4 (a) illustrates the Inception v3 model with TL 
settings and modifications. The classification was done by 

setting the last dense layer to the softmax function. The 
models were trained by adjusting the hyperparameters. 
ADAM optimizer was selected with a 0.0001 learning rate. 
The dataset was randomly split into the sample ratio of 
70:15:15. The implementation was done in python using 
Keras libraries 

TP1 top layer block which is shown in Fig. 4 (b) is a 
combination of global average pooling layers, three dropout 
layers, three dense layers and one flatten layer. Here, GAP 
states the global average pooling layer, FL denotes the 
flatten layer, DEANs specifies the dense layer and DL states 
the dropout layer. Further, to reduce overfitting of the model 
L2 regularization was applied. 

 
F. Statistical analysis 

The CNN pre-trained model was evaluated using five 

statistical measurements, Accuracy (A), Recall (R) or 

Sensitivity, Precision (P), Specificity (S), and F1 score (F) 

[11] [15] [33]. The model identifies ASD subjects exactly 

as ASD is known as True Positive (TP) while the model 

which identifies TD subjects as TD is given as True 

Negative (TN).  Further, the models which identify the ASD 

subjects as TD and TD subjects as ASD are referred to as 

False Negative (FN) and False Positive (FP), respectively.     

Accuracy is defined as the closeness of a measured 

value to a known value, specified as the percentage of 

correctly classified samples. It can be calculated using the 

equation depicted in (1).  

Accuracy = (TP+TN)/(TP+TN+FP+FN) ×100%      (1) 

Precision describes how often the model provides an 

accurate prediction for positive class as shown in (2). That 

is the ratio of the correctly ASD positive labelled to all ASD 

positive labelled. 

Precision = TP/(TP+FP) ×100%   (2) 

Recall, also called sensitivity or true positive rate (TPR) 

is described as the percentage of correctly classified ASD 

subjects from all ASD subjects. The recall is calculated 

using (3). 

Recall (Sensitivity)= TP/(TP+FN) ×100% (3) 

Equation (4) explains how the specificity or true 

negative rate is calculated as the number of correct negative 

predictions divided by the total number of negatives. It is 

the percentage of correctly classified control subjects from 

all control subjects: 

Specificity =TN/(TN+FP) ×100%  (4) 

The F1-score or balanced F-score is determined as the 

harmonic mean precision and recall. It focuses on the 

analysis of positive class. A high value for F1 suggests that 

the model performs better on the positive class. F1 score is 

calculated using Equation (5). 

F1 score =(2×Percision×Recall) / (Precision + Recall) (5) 



Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

5 

 

 

 

Fig. 4 (a) Transfer learning process of MED1 and MED2 (b) TP1 top layer 

IV. MODEL EVALUATION 

A. Experiment results 

Inception v3 classification performance was calculated 
using the two methods MED1 and MED2. Each method, 
trained with nine different data sets, belongs to three 
different image plotting types. The performance of the 
model was measured with the test set, which is 15% of the 
data set.  

All of the image types showed a similar and statistically 
significant performance in MEDI shown in Table I. The 
highest accuracy, sensitivity, specificity, precision, and F1 
score was obtained by the axial view of glass brain images. 
On the other hand, in the accuracy metric, stat map Sagittal 
view obtained the lower result with 97.04%, followed by 
stat map Coronal view and stat map Axial view with 
96.59%, 96.65% respectively.  

The accuracy of all categories of MED2 was between 

57% to 74%. The highest accuracy was observed in the 

Coronal view of epi images, which is 73.79%.  The lowest 

accuracy value of 57.31 % was observed in the Sagittal view 

of stat map images. There is a significant difference in 

Sensitivity (R), Specificity (S) in all types of image 

categories. In every category, the percentage of specificity 

is less than the percentage of sensitivity except in the glass 

brain sagittal view. That implies the fact that the percentage 

of correctly classified ASD is greater than the percentage of 

correctly classified Controls. The percentage value of the F1 

score is around 74% in epi images and 70% in stat map 

images. The higher value of F1 shows that the MEDI2 

model performs better on the positive class than the negative 

class. 

There are only a few studies conducted on the effects of 

TL from ImageNet architectures. Most of the time this 

architecture does not provide the best performance on 

medical image datasets due to the lower capacity of data 

[23]. This is because when it comes to TL, two most 

important factors considered are the size of the new dataset 

(small or big) and its similarity to the original dataset.  

In this research, the fMRI images lie in a different 
domain when compared to the ImageNet dataset. Not only 
that, when the size of the datasets are compared, the 
ImageNet dataset has a huge number of images than the 
fMRI image dataset. Nevertheless, it is observed in this 
study, that there is a clear impact on the ImageNet weights 
in ASD subject identification. The overall results 
demonstrate that the MED1 has a significantly higher 
performance than the MED2, in all image categories used to 
identify ASD subjects from controls. MED1 method, the 
Inception v3 model used the ImageNet weights as the initial 
weights for the training network. Even if ImageNet weights 
are trained using millions of Natural images, still it is 
possible to transfer those ImageNet weights to medical 
imaging, due to the properties of CNN, like gradual feature 
extraction in subsequent layers.  

Lower layers identify basic features like lines and 
points, middle layers detect partials of objects, where top 
layers learn to recognize an entire object. Since any type of 
image consists of low-level features (points & lines) it is 
possible to start from a common low-level layer and then 
introduce specific higher-level layers according to the 
domain. Thus, the weights trained using ImagNet pre-
trained dataset can be used as the initial weights to extract 
the basic feature of any type of image. Inception v3 model 
trained using these weights, achieved around 98% accuracy 
in epi images, 97% in stat map images, and 98% in glass 
brain images with equally high sensitivity, specificity, 
precision, and F1 score. 

In contrast, in the MED2 the weights are initialized 

randomly, and the network starts learning from scratch by 

adjusting the weights. Inception v3 is a larger CNN with 42 

convolutional layers, with 24 million parameters which 

need a large number of images to converge the network. 

When compared with the ImageNet, the size of the epi 

images, stat map images, and glass brain images were lesser, 

but still, the learning percentage of the network was between 

58% to 70%, from the given data to identify ASD subjects 

from Control subjects. 
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TABLE I. PRECISION (P), RECALL OR SENSITIVITY(R), SPECIFICITY (S), F1 SCORE (F1),  ACCURACY (A) OF MED1 AND MED2 METHODS 

 

 

 

Fig. 5 Average accuracy of MED1 and MED2 

Training a deep CNN network from scratch with 
random initialization of weights is a challenging task which 
consumes time. The accuracy can be increased using TL and 
pre-trained models, in a shorter period, compared to models 
trained from scratch. 

The study examines three different types of 
unprocessed images, epi images, stat map images, and glass 
brain images. The epi images and stat map images represent 
the 2D visualization of Sagittal, Coronal and Axial view of 
4D fMRI images while glass brain images represent the 3D 
visualization. According to Fig. 5, the highest average 
accuracy value of 98% was observed in epi images and glass 
brain images respectively from MED1. MED2 method also 
produced higher accuracy values, which were observed in 
epi images and glass brain images. Overall, epi image 
produced the best results, while stat map images yielded 
relatively poor results for both MED1 and MED2. 

B. Comparison with the existing studies 

The underlined research investigates methods to use TL 

to classify ASD utilizing unprocessed fMRI data by 

transforming the 4D image to a series of 2D images. Table 

II compares the proposed study with few other similar 

studies. Most studies carried out to identify ASD, have been 

conducted using natural imagery like facial images due to 

the domain similarity. But very few have investigated TL 

methodology with fine-tuning, using fMRI images to the 

target task. The study conducted by Husna et al. has 

achieved a higher accuracy of 87% using ResNet50, but the 

model suffers from overfitting [24]. It is a best practice to 

apply Regularization and data augmentation to avoid model 

overfitting [16]. 
 

 

Moreover, the epi image based InceptionResNetV2 
model trained by Dominic et al. has obtained less accuracy 
due to a lesser number of sample images and model 
overfitting [25]. 

TABLE II. COMPARISON WITH RELATED STUDIES 

 

 

In contrast, this study has proposed a model with data 

augmentation as well as Regularization to avoid overfitting. 

Ahmed et al. have designed ensemble classifiers combining 

four different types of pre-trained networks. These include 

DenseNet, ResNet, Inception v3, Xception which are used 

to classify ASD from controls using various preprocessing 

pipelines. They have been able to achieve 82.7% accuracy 

with stat map and glass brain images [26]. In the context of 

this study, the images were created from raw fMRI images 

which imply the fact that preprocessing normalizes the 

images by reducing noise, together with fine features of the 

image. This study has gained better results compared to 

related studies.  

C. Future research directions 

The method was only applied to the KKI site of the 
ABDIE dataset. To implement a universal model to identify 
ASD subjects, it needs to experiment with all other sites of 
the ABDIE dataset. Combining the ABDIE site data may 
increase the number of sample points to train a deep CNN 
from scratch, which may benefit the creation of a universal 
set of weights for identifying ASD. Ultimately it is highly 
advantageous if the model can be enhanced to develop a 
universal set of weights to analyze and diagnose all ailments 
related to the brain. The underlined method opens up a new 
way of developing a computation model to identify ASD 
subjects using raw images. Furthermore, it decreases the 
computational cost compared to other studies which are 

Image type Display mode 

Sagittal (x) % Coronal (y) % Axial (z) % 

 P R S F1 A P R S F1 A P R S F1 A 

MED1 (with ImageNet pre-trained weights) 

Epi images 97.82 97.31 97.87 97.56 97.69 96.96 98.23 96.97 97.59 98.59 98.25 99.27 99.26 98.89 98.76 

Stat map 97.66 96.38 97.62 97.01 97.04 97.81 97.10 97.80 97.45 96.59 97.62 95.67 97.65 96.89 96.65 

Glass brain 97.77 98.02 97.78 97.91 97.90 98.03 97.91 98.03 97.96 97.97 98.60 99.12 98.56 98.85 98.84 

MED2 (with raw images) 

Epi images 59.40 97.57 34.40 73.84 65.79 71.55 78.25 69.39 74.50 73.79 65.62 84.02 56.44 73.60 70.18 

Stat map 54.54 86.72 28.01 66.96 57.31 53.75 99.60 14.71 69.83 57.06 56.66 90.49 30.13 69.68 60.45 

Glass brain 76.19 60.27 81.37 67.30 70.89 59.91 99.56 31.95 74.80 66.07 59.92 98.92 32.76 74.63 65.85 

Study Features considered Techniques Accuracy % 

[24] 2D images VGG-16  

 

63.40 

ResNet-50 87.00 

[25] epi images InceptionResNetV2 57.75 

[26] stat map images, 

glass brain images 

ensemble classifiers  82.70 

[27] DTI images VGG19 based CNN 74.50 

   [28] ROI  correlation 

Matix 

Combined model 

(MLP and ResNet-18) 

74.00 

Proposed 

study 

epi images,  

Inception v3 

98.35 

stat map images, 96.76 

glass brain images 98.24 
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beneficial to develop an efficient computational model with 
necessary improvements.  

V. CONCLUSION 

Technology enhanced decision support systems 
facilitate the analysis of medical images. The study has 
introduced a transfer learning-based approach to identify 
ASD using fMRI images. We have shown that the ImageNet 
based pre-train models can be used to increase the 
performance in the medical image domain. The 
classification accuracy of the pre-train Inception v3 model 
with ImageNet weights was observed to be 98% in epi all 
image categories. This concludes that it can transfer the pre-
trained weights with ImageNet to a highly diverse medical 
image domain with high accuracy, with a smaller number of 
sample data. 

REFERENCES 

[1] D. A. Meedeniya, I. D Rubasinghe, “A Review of Supportive 
Computational Approaches for Neurological Disorder 
Identification,” in T. Wadhera, D.  Kakkar, (Eds.), 
Interdisciplinary Approaches to Altering Neurodevelopmental 
Disorders, Chapter 16, pp. 271-302, IGI Global, 2020. 

[2] G. Brihadiswaran, D. Haputhanthri, S. Gunathilaka, D. 
Meedeniya, S. Jayarathna, “A Review of EEG-based 
Classification for Autism Spectrum Disorder.” Journal of 
Computer Science (JCS), vol.15, no.8, pp. 1161-1183, 2019. 

[3] S. De Silva, S. Dayarathna, G. Ariyarathne, D. Meedeniya, S. 
Jayarathna, “A Survey of Attention Deficit Hyperactivity 
Disorder Identification Using Psychophysiological Data.” 
International Journal of Online and Biomedical Engineering 
(iJOE), vol. 15, no. 13, pp. 61-76, 2019. 

[4] World Health Organization, “International Statistical 
Classification of Diseases and Related Health Problems 10th 
Revision (ICD-10),” Internet: https://icd.who.int/browse10/2019 
/en#/F84.0, 2019 [July 20, 2021].  

[5] American Psychiatric Association, Diagnostic and statistical 
manual of mental disorders. 5th Edition, American Psychiatric 
Association Publishing, 2019. 

[6] CDC, “Data & Statistics on Autism Spectrum Disorders,” 
Internet: https://www.cdc.gov/ncbddd/autism/data.html,2020 
[Jul. 20, 2021]. 

[7] H. Perera, K. Wijewardena, R. Aluthwelage, “Screening of 18–
24-Month-Old Children for Autism in a Semi-Urban Community 
in Sri Lanka,” Journal of Tropical Pediatrics, vol.55, no 6, pp. 
402–405, 2009. 

[8] D. Haputhanthri, G. Brihadiswaran, S. Gunathilaka, D. 
Meedeniya, S. Jayarathna, M. Jaime, C. Harshaw, "Integration of 
Facial Thermography in EEG-based Classification of ASD," 
International Journal of Automation and Computing (IJAC), 
vol.17, no. 6, pp. 837-854, 2020. 

[9] S. E. Schipul, T. A Keller, M. A. Just. “Inter-regional brain 
communication and its disturbance in autism,” Frontiers in 
systems neuroscience, vol 5, pp. 5-10, 2011. 

[10] G. Ariyarathne, S. De Silva, S. Dayarathna, D. Meedeniya, S. 
Jayarathna, “ADHD Identification using Convolutional Neural 
Network with Seed-based Approach for fMRI Data,” in Proc. 9th 
International Conference on Software and Computer 
Applications, Langkawi, Malaysia, 2020, pp 31-35. 

[11] S. De Silva, S. Dayarathna, G. Ariyarathne, D. Meedeniya, S. 
Jayarathna, “fMRI Feature Extraction Model for ADHD 
Classification Using Convolutional Neural Network,” 
International Journal of E-Health and Medical Communications 
(IJEHMC), vol 12:1, no. 6, pp. 81-105, IGI Global, 2021. 

[12] N. K. Logothetis, J. Pauls, M. Augath, T. Augath, A. Oeltermann, 
“Neurophysiological investigation of the basis of the fMRI 
signal,” Nature, vol. 412, pp. 150–157, 2001. 

[13] M. Plitt, K. A. Barnes, A. Martin “Functional connectivity 
classification of autism identifies highly predictive brain features 
but falls short of biomarker standards,” NeuroImage: Clinical, vol 
7, pp. 359–366. 2015. 

[14] A. S. Heinsfeld, A. R Franco, R. C. Craddock, A Buchweitz, F. 
Meneguzzi, “Identification of autism spectrum disorder using 
deep learning and the ABIDE dataset,” Neuroimage Clinical, 
vol 17, pp. 16–23, 2018. 

[15] S. De Silva, S. Dayarathna, G. Ariyarathne, D. Meedeniya, S. 
Jayarathna, A. M. P. Michalek, "Computational Decision Support 
System for ADHD Identification," International Journal of 
Automation and Computing (IJAC), vol.18 no.3, pp. 233–255, 
2021. 

[16] H. G. Kim, Y. Choi, Y. M. Ro, “Modality-bridge transfer learning 
for medical image classification,” in Proc 10th International 
Congress on Image and Signal Processing, BioMedical 
Engineering and Informatics (CISP-BMEI), Shanghai, China, 
2017, pp. 1-5.  

[17] W. Rawat, Z. Wang, “Deep convolutional neural networks for 
image classification: a comprehensive review neural 
computation,” Neural Computation, vol 29, no. 9, pp. 2352 –
2449, 2017. 

[18] D. Rubasinghe, D. A. Meedeniya, “Automated Neuroscience 
Decision Support Framework,” in Deep Learning Techniques for 
Biomedical and Health Informatics, B. Agarwal, Ed., Elsevier, 
Academic Press, Chapter 13, 2020, pp. 305-326. 

[19] H. Huang, X. Hu, Y. Zhao, M. Makkie, Q. Dong,  S. Zhao, L. 
Guo, T. Liu, “Modeling task fMRI data via deep convolutional 
autoencoder,”  IEEE transactions on medical imaging, vol 37, no. 
7, pp. 1551-1561, 2017.  

[20] K. He, X. Zhang, S. Ren, J. Sun, ”Deep Residual Learning for 
Image Recognition,” in Proc. IEEE Conference on Computer 
Vision and Pattern Recognition (CVPR), Las Vegas, USA, 2016, 
pp. 770-778. 

[21] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, 
D. Erhan, V. Vanhoucke, A. Rabinovich. “Going deeper with 
convolutions,” in Proc. IEEE conference on computer vision and 
pattern recognition, Boston, USA, 2015, pp. 1–9.  

[22] S. De Silva, S. Dayarathna, D. Meedeniya, “Alzheimer’s Disease 
Diagnosis using Functional and Structural Neuroimaging 
Modalities,” in Enabling Technology for Neurodevelopmental 
Disorders from Diagnosis to Rehabilitation, T. Wadhera, D. 
Kakkar, Ed. Taylor & Francis CRS Press, USA, Ch. 11, 2021. 

[23] M. Raghu, C. Zhang, J. Kleinberg, S. Bengio, “Transfusion: 
Understanding Transfer Learning for Medical Imaging,” in Proc. 
33rd Conference on Neural Information Processing Systems 
(NeurIPS 2019), Vancouver, Canada, 2019, pp. 1-11. 

[24] R. N. S. Husna, A. R. Syafeeza, N. A. Hamid, A. R. Wong, R. A. 
Raihan, “Functional Magnetic Resonance Imaging For Autism 
Spectrum Disorder Detection Using Deep Learning,” Journal 
Teknologi (Science and Technology), vol. 83, no. 3, pp. 45-52, 
2021. 

[25] N. Dominic, Daniel, T. W. Cenggoro, A. Budiarto, B. Pardamean, 
“Transfer Learning Using Inception-Resnet-V2 Model to The 
Augmented Neuroimages Data for Autism Spectrum Disorder 
Classification,” Communications in Mathematical. Biology and. 
Neuroscience, Article ID 39, pp. 1-21, 2021. 

[26] R. Ahmed, Y. Zhang, O. T. Inan, H. Liao, “Single Volume Image 
Generator and Deep Learning-based ASD Classification,”  IEEE 
Journal of Biomedical and Health Informatics, vol. 24, no. 11, 
pp. 3044 –3054, 2020. 

[27] M. Chen, H. Li, J. Wang, W. Yuan, M. Altaye, N. A. Parikh, L. 
He, “Early Prediction of Cognitive Deficit in Very Preterm 
Infants Using Brain Structural Connectome with Transfer 
Learning Enhanced Deep Convolutional Neural Networks,” 
Frontiers in Neurosciences. vol. 14, no. 858, pp. 1-11, 2020. 

[28] M. Tang, P. Kumar, H. Chen. A. Shrivastava, “Deep Multimodal 
Learning for the Diagnosis of Autism Spectrum Disorder,” 
Journal of Imaging, vol. 6, no. 6:47, 2020.  

[29] D. Haputhanthri, G. Brihadiswaran, S. Gunathilaka, D. 
Meedeniya, S. Jayarathna, M. Jaime, Y. Jayawardena, “An EEG 
based Channel Optimized Classification Approach for Autism 
Spectrum Disorder,” Moratuwa Eng. Research Conference 
(MERCon), IEEE explorer, Sri Lanka, 2019, p. 123-128.  

[30] D. Martino, et al., “The autism brain imaging data exchange: 
towards a large-scale evaluation of the intrinsic brain architecture 
in autism,” Molecular Psychiatry, vol. 19, no. 6, pp. 659-667, 
2013. 

[31]  D. Martino, et. al., “Enhancing studies of the connectome in 
autism using the autism brain imaging data exchange II,” 
Scientific Data, vol. 4, no. 170010, 2017. 

[32] C. Szegedy, V.  Vanhoucke, S.  Ioffe, J.  Shlens, Z.  Wojna, 
“Rethinking the Inception Architecture for Computer Vision,” in 
Proc. IEEE Conference on Computer Vision and Pattern 
Recognition (CVPR), Las Vegas, USA, 2016, pp. 2818-2826.  

[33] C. Bielza, P. Larrañaga Data-Driven Computational 
Neuroscience: Machine Learning and Statistical Models, New 
York, Cambridge University Press, 2020, pp. 205 – 206.

https://books.google.lk/url?client=ca-google-print&format=googleprint&num=0&id=-JivBAAAQBAJ&q=https://www.appi.org/Diagnostic_and_Statistical_Manual_of_Mental_Disorders_DSM-5_Fifth_Edition&usg=AOvVaw0XDu9H5v1gaEXOqhW0J70q&source=gbs_buy_r
https://books.google.lk/url?client=ca-google-print&format=googleprint&num=0&id=-JivBAAAQBAJ&q=https://www.appi.org/Diagnostic_and_Statistical_Manual_of_Mental_Disorders_DSM-5_Fifth_Edition&usg=AOvVaw0XDu9H5v1gaEXOqhW0J70q&source=gbs_buy_r
file:///D:/Dept/Conference/2021/National%20Center%20on%20Birth%20Defects%20and%20Developmental%20Disabilities,%20Centers%20for%20Disease%20Control%20and%20Prevention
file:///D:/Dept/Conference/2021/National%20Center%20on%20Birth%20Defects%20and%20Developmental%20Disabilities,%20Centers%20for%20Disease%20Control%20and%20Prevention
https://www.cdc.gov/ncbddd/autism/data.html
javascript:;
javascript:;
javascript:;
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5635344/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5635344/
https://ieeexplore.ieee.org/author/37086345453
https://ieeexplore.ieee.org/author/37086345360
https://ieeexplore.ieee.org/author/37302252100
https://ieeexplore.ieee.org/xpl/conhome/8293044/proceeding
https://ieeexplore.ieee.org/xpl/conhome/8293044/proceeding
https://ieeexplore.ieee.org/xpl/conhome/8293044/proceeding
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=6720226
https://ieeexplore.ieee.org/author/37086040306
https://ieeexplore.ieee.org/author/37085812580
https://ieeexplore.ieee.org/author/37085474622
https://ieeexplore.ieee.org/author/37273151800
https://ieeexplore.ieee.org/author/37273151800
https://ieeexplore.ieee.org/author/37293262800
https://ieeexplore.ieee.org/xpl/conhome/7776647/proceeding
https://ieeexplore.ieee.org/xpl/conhome/7776647/proceeding
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=6221020
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=6221020
https://books.google.lk/url?client=ca-google-print&format=googleprint&num=0&id=l9sCEAAAQBAJ&q=http://www.cambridge.org/9781108493703&usg=AOvVaw0fp4lF2Zw0HPTttOw1WhSG&source=gbs_buy_r


Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

8 

 

 

Paper No: SC-02                         Smart Computing 

Smart technologies in tourism: a study using 
systematic review and grounded theory

 

Abdul Cader Mohamed Nafrees* 

Office of the Dean 

South Eastern University of Sri Lanka 
nafrees@seu.ac.lk

 
F. H. A. Shibly 

Department of Arabic Language 
South Eastern University of Sri Lanka  

shiblyfh@seu.ac.lk 
 

Abstract - Tourism that uses smart technology and 
practices to boost resource management and 
sustainability while growing their businesses' overall 
competitiveness is known as smart tourism. 
Information and communication technologies (ICTs) 
have had a profound impact on the tourism industry, 
and they continue to be the key drivers of tourism 
innovation. ICTs have fundamentally changed the way 
tourism products are developed, presented, and offered, 
according to the literature. Any empirical studies or 
experiments must be focused on accepted or formed 
hypotheses. In this regard, grounded theory measures 
were used for interpretation, while a systematic review 
was performed to assess the research scope from 
current studies and works. The main goal of the study 
is to investigate and propose long-lasting and stable 
smart technologies for implementing smart tourism. 
Grounded theory is a concept that uses methodical rules 
to gather and dissect data in order to construct an 
unbiased theory. Fewer studies on smart technology in 
tourism have been conducted, with a majority of them 
concentrating on IoT, virtual and augmented reality, 
big data, cloud computing, and mobile applications. In 
either case, there is space for further investigation into 
this important field of study. As a result, this paper is a 
vital first step toward a clearer understanding of how 
smart technology can be applied to the tourism 
industry. The number of available research work on 
smart technologies in tourism were fewer from the 
selected journals and conference proceedings, which led 
to the accessibility of lesser data for analysis. 

Keywords - IoT, smart technology, smart tourism, 

systematic review, tourism 

I. INTRODUCTION 

 The tourism industry has been significantly affected 
by information and communication technologies (ICTs), 
and they continue to be the primary drivers of tourism 
innovation. Literature shows that information and 
communication technologies (ICTs) have radically 
changed the way tourism products are made, viewed, and 
offered [1]. The tourism industry's technical impact affects 
not only the manufacturers, but also the customers. The 
advancement of ICTs has explicitly denoted improvements 
in tourists' attitudes, which is central to the entire discipline 
of ICTs adoption in tourism. Clearly, ICTs' enormous 
popularity is shaping tourists' attitudes towards mobile 
apps, thus improving users' experiences [2]. Indeed, the 
broad reach of ICTs' involvement in tourism has sparked 
considerable debate among academics. It is also claimed 
that the internet has influenced the transformation of best 
operations and strategic practices in the tourism industry 

[3]. Certainly, this is because the internet facilitates access 
to information to every corner of the globe. It is inevitable 
to admit that the application of ICTs in tourism is an 
important component in the supply chain [4]. 

Smart tourism is defined by a particular destination, 
attraction or tourist itself, depending on its technological 
abilities. Increased use of smart technology in their 
operations, from payment methods to interactive activities, 
is modernized in many destinations. Smart tourism 
ultimately aims to increase resource management 
efficiency and maximize competition [5]. Smart Tourism's 
European capital defines a clever destination as: “A 
destination that facilitates access to products, services, 
spaces and experiences from the tourism and hospitality 
sector via ICT instruments. It's a healthy social and cultural 
environment that is based on the social and human capital 
of the city. It also implements innovative, smart solutions 
and promotes the development and connectivity of 
companies.”  

It is explained in [2] in further detail: ‘Smart Tourism 
Destinations take advantage of: (1) Technology embedded 
environments; (2) Responsive processes at micro and 
macro levels (3) End-user devices in multiple touch-points; 
and (4) Engaged stakeholders that use the platform 
dynamically as a neural system.’ 

Taking into account the available literature at the time 
of writing, researchers have provided their own definition 
of smart tourism as below. 

‘Smart tourism is the act of tourism agents utilizing 
smart technologies and practices to enhance resource 
management and sustainability, whilst increasing the 
businesses overall competitiveness’. 

With various types of ICTs being created on a daily 
basis, the world continues to go digital. These ICTs use 
powerful operating systems like iOS12, Android, and 
others that are now common on modern mobile 
technologies. Indeed, getting access to mobile web or 
"apps' ' opens up a slew of new possibilities [6]. The notion 
that innovations are becoming smarter and use of wearable 
devices has recently emerged in academic discourse and 
within the tourism industry. Wearable technical 
technologies are expected to have a huge impact on 
people's interactions with their environments, despite their 
youth [7]. However, there is a scarcity of studies on the use 
of smart technologies in tourism in academic literature. As 
a result, this paper provides an interesting opportunity to 
further research on the use of smart technologies in tourism.  

II. RESEARCH METHODOLOGY 

Any research or scientific study must be conducted 
based on acceptable or formed theories. In that sense, 
grounded theory steps have been followed for the analyisis 
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purposes; while the systematic review has been done 
to reach the research scope from the existing studies and 
works. The major objective of this study is to explore and 
recommend long-lasting and secure smart technologies to 
introduce to smart tourism. Grounded theory is a common 
philosophy with methodical rules for collecting and 
dissecting data to create an impartial theory [8]; while, a 
systematic review is a process of gathering and 
summarizing similar studies, which are conducted in the 
past to form a new conclusion and suggestions for the 
upcoming research work [9]. There were fewer researches 
conducted on smart technologies in tourism; those were 
mainly focused on IoT, virtual & augmented reality, big 
data, cloud computing, and smartphone applications. 

The required pieces of information and data were 
collected from previous studies and qualitative research 
methods were used to analyze the gathered data. This study 
uses the grounded theory technique as the study uses 
qualitative data. Qualitative research methods use 
participant's experience, behaviors, and perception for data 
analyzing purposes [10]. A five-step process was 
introduced (Table I) to do a systematic review that used 
grounded theory for the content analysis [11]. 

TABLE I. FIVE STEP GROUNDED THEORY METHOD - SYSTEMATIC REVIEW 

Steps Process 

Define Defining inclusion/ exclusion criteria, field of research, 

select the source for the paper, and keywords for searching. 

Search Papers searched published after 2015, also previous 

published papers also included for the methodology part. 

Select Papers selected using the critical appraisal skills program 

(CASP) were used. 

Analyze Qualitative analysis performed 

Present Most suitable smart technologies found 

 
According to the Table II, research papers and book 

chapters published after 2015 were searched in the initial 
stage. Furthermore, among the downloaded papers, only 
peer-reviewed journals and international conferences were 
included. Although, among these papers, research 
publications related to smart technologies in tourism were 
relatively very less. Therefore, some papers related to smart 
cities were also included in this study. Furthermore, papers 
related to ICT in tourism also were reviewed. In addition to 
that, search keywords were included; not only Scopus, 
emerald, IEEE, springer, and Google scholar to find the full 
articles published in a high indexed database; but also, 
smart tourism, smart technologies, IoT, cloud computing, 
and big data were included. According to the protocol of 
this study, research articles were shortlisted based on the 
paper's title and abstract, and Boolean operators were also 
used to get better results from the search. Finally, all the 
selected research works were validated based on the CASP 
tool, which uses the validity of the selected research articles 
[12]. At last 28 papers were selected based on these criteria 
and processes, which were closely related to Smart 
Technologies and Tourism. 

Grounded theory was used to perform a different type 
of coding analysis, and qualitative analysis was performed 
using the Nvivo software tool [13]. 

 
 
 

TABLE II. NUMBER OF FINALIZED RESEARCH PAPERS 

Database No of Selected Papers 

EBSCO 3 

Google Scholar 12 

Science Direct 6 

Emerald 4 

Springer 6 

Tylor & Francis 3 

IEEE 11 

 

 

Fig. 1: Literature search overview 

Thus, based on the 28 finalized papers, the most 
suitable smart technology was suggested for future smart 
tourism according to government support, data security, 
and cost-effectiveness. 

III. EXISTING WORK 

IoT enabled devices gather data from the tourist using 
sensors and store them in cloud storage, which then 
suggests to the tourist, in the future, about food preferences, 
near places, restaurants, and hotels; these services reduce 
extra hours spent by tourists for searching [14]. Meanwhile, 
collected data using IoT sensors changes to Big data which 
then can be used to predict tourist demand, enabling better 
decision-making, managing knowledge flows and 
interaction with customers, and providing the best service 
in a more efficient and effective way [15]. IoT and cloud 
computing are the essential core parts of developing Smart 
tourism, in the meantime, human capital, leadership, social 
capital, and innovation also support the Smart tourism 
destination [16]. [1-3] in line with the following work and 
further this study has used a network analysis approach to 
find how ICT supports smart tourism [17]. The researchers 
explored the fact that tourism focusing on smartphone 
technologies is the major sign that tourism industries expect 
from smart tourism; further, smart tourism promotes the 
implementation of IoT, cloud computing, and wireless 
communication technologies [18]. Furthermore, a team of 
researchers, proposed a tourism planner application with 
the help of IoT and big data, that not only helps the typical 
tourist but also persons with physical impairments [19]. 
Similarly, authors pointed out that tourists are expecting 
flexible and mobile-friendly tourism which can be easily 
provided by IoT [20]. Meanwhile, a team of researchers 
developed a system to transform Indian tourism digitally 
with the help of embedded systems and IoT; where this 
system assisted users to get to know the authentic history, 
heritage, culture and tradition of India via smartphone [21]. 
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The authors pointed out that Big data which have been 
collected via IoT devices can be used to analyze tourism 
data. Data is collected in three different stages of tourism 
before, during the tour, and after the travel, based on the 
analysis results tourists can make their tour user friendly in 
real-time [22]. Furthermore, another research work pointed 
out that Smart tourism is not only about applying 
applications of different techniques but is also about easy 
and accurate accessibility of required tourism information 
before, during, and after the tour for the tourist use; but all 
these can be made possible with the help of Big data [23]. 
Meanwhile, a study about how smart technologies assist the 
marketing of tourism, shows how big data helps to track 
and forecast tourist flow and categorize tourists from the 
data of hotels and smart system management [24]. an IoT 
application based on smart city has been proposed, that 
confirmed the tourists save more than 50% of their time, 
while their satisfaction level is around 27% [25]. Closely, 
another study revealed that IoT in tourism can help enable 
automatic hotel check-ins and check-outs, locate travel 
destinations, and monitor tourist's health, which lead to cost 
reduction, better productivity, and traveler's satisfaction. 
But, there are challenges such as data security, investment 
cost, and technology infrastructure in implementing IoT on 
tourism [26]. 

A researcher pointed out that any internet connected 
wearable device can help the tourist by providing 
information, communication, sharing experiences, 
revealing setbacks encountered when traveling.; 
Furthermore, these devices can be accessible with voice 
command to avail help from tourist guides [27]. Similarly, 
a team has developed a prototype based on augmented 
reality (AR) using image processing and location data, 
which helps improve smart tourism by recommending 
scenic places, restaurants, hotels, and other important 
matters to the tourist [28]. 

Researchers stated that the Koran Tourism 
Organization, Tourism virtual reality (VR) mapping, and 
location-based tourist services provide required tourism 
information to the tourist, where these data can be collected 
from social media updates of tourists who have already 
visited those places; This information can help increase 
tourist visits by suggesting better places, food preferences, 
and hotel selections via web platforms or mobile 
applications [29]. In another study, Researchers proved that 
the websites, social media, and smartphone provide a huge 
support for tourism in terms of travel planning, which 
promotes both explorative and exploitative use but tourist's 
data security and privacy of data have a negative effect 
[30]. Likewise, Mobile technologies can help to implement 
VR in tourism, which is used to see the attractiveness of 
certain places in 3D shapes before tourists visit those places 
physically. Furthermore, they mentioned that the data 
privacy and security must be considered [31]. Meanwhile, 
the utilitarian and hedonic characteristics of mobile 
technologies are the main reasons for successful adoption 
of mobile technologies for travel; where these technologies 
provide greater assistance to the tourist before, during and 
after the travel for information accessibility [32]. 

The authors identified four-factors but ICT provision 
was not included, which doesn't mean that ICT is 
unimportant, but the knowledge deficiency of visitors to 
local conditions and characteristics caused a simple smart 
city structure that creates smart tourism [33]. But, in the 

next research work, a group of authors mentioned that the 
internet penetration rates and the rate of use of Information 
and communication technology, existing smart city 
infrastructure and social networking create a way for the 
smart tourism destination. In the; meantime, policymakers 
must consider economic, social, environmental, and 
technological strategies to support smart tourism [13]. 
Rosanna Leung has conducted a survey among selected 
hoteliers in Taiwan, that confirmed the fact that hoteliers 
must be aware of the necessity of smart technology in terms 
of how social media and ICT promote hotel industries 
among tourists.; Furthermore, they believe technologies 
cannot replace employees, but that can help increase 
employee performance [34]. 

Authors state that technological implementation on 
tourism introduced smart tourism that supports tourists to 
make their travel easy throughout the entire tour where the 
Ambient Intelligence tourism is driven by a collection of 
disruptive technologies, and on the other hand, these 
technologies have many negative influences, especially on 
data privacy & security [35]. Similarly, a researcher 
mentions that the current tourism sector heavily depends on 
innovations like smart technologies, although the tourist's 
satisfaction is not only dependent on the technological 
factors that make the tourism accessible but also on 
services; some services can be provided only by humans 
[36]. But, an investigation revealed that the smart 
technologies play a major role in tourism to convert visited 
places into memorable ones via smart technologies tools 
and media [37]. 

Researchers proposed a model called Smart Tourism 
Destination (STD) based on the Delphi technique, which 
explored the fact that Smart Technologies alone are not 
enough to create smart tourism, but governance of STD is 
also needed [38]. Meanwhile, authors explain that ICT can 
frustrate tourists for authenticity, anxiety, addiction, 
narcissism, and mindlessness. On the other hand, it can help 
the tourist to avoid being alone during travel by providing 
virtual friends via smartphones [39]. 

Authors found that smart information systems, 
intelligent tourism management, smart sightseeing, 
ecommerce systems, smart safety, intelligent traffic, smart 
forecasting and virtual tourist attractions are tourists' key 
evaluation factors of smart tourism attractions, these factors 
help real-time data access, online booking, tourist flow 
forecast, better transport, and smart safety during the trip 
[40]. 

IV. DISCUSSION AND CONCLUSION 

There were many research works conducted around the 
globe on the topic of tourism, and all the studies focused on 
finding and filling the gap in the tourism industry by 
providing ease, memorability, reduced costs, time 
management, and finding the places. In that sense, digital 
experts work on making smart tourism, especially on 
implementing smart technologies in tourism. Smart tourism 
has a difficult and dynamic environment where both 
physical and technological components are mixed and 
developed as a single object [41]. 

Nowadays, tourists expect to make their travel easy by 
finding high-rated restaurants to stay in, locate exact places 
to reach on time, cost-effective transport, fast and easy 
information access, secure information storage, and virtual 
travel to the tourism spots around the world before they 



Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

11 

 

 

start their tour. Tourists prefer to visit a place if the 
accessibility of the required information is developed in a 
proper digitalized way [42]. On the other hand, tourism 
industries focus not only on profit but also on traveler's 
satisfaction by meeting traveler's expectations, and these 
expectations can be met easily by implementing smart 
technologies. The role of smart tourism is to provide a 
hedonic, noble, and significant experience [43]. 

From atheoretical perspective, this research work 
provides a meaningful contribution to tourism development 
using smart technologies. The main objective of this study 
is to review existing smart technologies in tourism and 
suggest the most suitable technology to improve the smart 
tourism industry for a better travel experience. A 
comprehensive systematic literature review was conducted 
to reveal various aspects of smart technologies in tourism 
and find the secure, quickest, and safest smart technologies 
to develop tourism using smart technologies. According to 
the review, this paper proposes a way to improve tourism 
using smart technologies by considering the facts selected 
from previous studies. Furthermore, this paper will help 
policymakers to make-up their concept of tourism in terms 
of smart technologies. 

This study provides a solution to the gap that exists 
between smart technologies and tourism in terms of 
research areas. Findings of this study helps developers to 
use the suitable smart concept when designing new 
applications for tourism industries and tourists, which 
reduces the development time and cost. Furthermore, this 
work helps academics, researchers, and students to engage 
with better tourism studies in the future. The specialty of 
the used grounded theory strategy in the extraction of 
scientific classes suggest a helpful exploration technique 
for decision-makers. Likewise, it permits scientists to direct 
an examination that is interpretive and grounded in 
information. 

Smart tourism is one of the most wanted research areas 
among academics and researchers and is the future of 
tourism. But there are only a few studies conducted so far, 
especially on smart technologies in tourism. Therefore, a 
detailed systematic review was conducted to earn the 
knowledge base study on smart technologies in tourism. 
The grounded theory method was used to analyze the data 
from the systematically reviewed articles and uncover the 
social processes. Smart tourism has to be developed more 
but the concept of smart development was developed as 
expected [44]. 

In various researches, authors suggest using IoT, big 
data and cloud computing technologies to implement smart 
tourism. Meanwhile, tourists expect user-friendly 
smartphone applications to access real-time information 
before, during, and after the tour at any time and from 
anywhere. But both tourism industrialists and travelers 
seriously consider data privacy and security, as all the 
collected data is stored in the cloud for analyzing purposes. 
Researchers suggested creating internet-connected 
wearable devices that can provide the required information 
from the cloud devices. Also, researchers mention that VR 
and AR devices could be developed to help show the scenic 
and tourist places before starting the tour. Further, mobile 
phone applications can be developed to access hotels and 
restaurants. On the other hand, smart technologies alone 
cannot make travel easy but human interaction must be 
mixed with them to develop a better smart tourism. 

The findings of this study provide assistance to the 
academics, researchers, and industrialists to work on 
further effective implementations on research and 
development works on smart tourism as this article 
explored the existing smart technologies engaged with 
tourism. Based on this study, there are many technologies 
that can be adopted with tourism, for it to become smart 
tourism. Among these technologies, IoT was the most 
recommended and used smart concept to the tourism 
industry by many researchers and developers, which 
enabled automation. Travelers prefer real-time and 
trustworthy tourism information accessibility at any time 
and from anywhere. IoT can help monitor remotely, 
manage and control devices from anywhere anytime, and 
allow massive information access in real-time [45]. 
Therefore, cloud computing and big data are the most 
advanced technologies available today to securely store and 
analyze data collected through IoT devices.  These 
information help tourists in better decision making; to plan 
their travel, but, the data privacy of users is questionable, 
although data hiding techniques such as encryption 
methods help keep user information secure.  

There are many types of research conducted on smart 
tourism and smart technologies, but fewer researchers 
focused on smart technologies in tourism and fewer 
statistical analysis was done among the tourist and tourist 
industrialists about smart tourism, also fewer 
implementations were developed, but these researches do 
not completely express about the stakeholder's 
expectations. It is strongly recommended to conduct survey 
analysis from the perspective of the stakeholders of smart 
tourism, and then designers and developers can implement 
stakeholder's expectations either as a wearable device or as 
a smartphone application or both. 

Other than the above, smart technologies only are not 
enough but other digital techniques and methods can be 
implemented with tourism industries such as STD. Also, it 
is very important to consider a tourist's mind for 
authenticity for anxiety, addiction, narcissism, and 
mindlessness while developing smart tourism. 

V. RECOMMENDATIONS AND LIMITATIONS 

The aim of this research was to look at how smart 
technology devices are used in the tourism industry. 
According to proof, the use of smart technology is 
revolutionizing the tourism industry, resulting in added 
value for both suppliers and customers. Smart Technology 
has moved the internet from mobile cyberspace to 
wearables on the body. Without participating in any 
physical activity, tourists can use this technology to obtain 
required information, communicate, share experiences, 
solve a variety of travel-related problems, and co-create 
their own value. According to the report, smart technology 
will turn tourists into explorers. Tourists will undoubtedly 
be inspired to re-construct their memories as a result of 
Smart Technology, which will enable them to add time, 
place, context, and personalization to their offers and 
experiences. This means that tourists can use only a voice 
command to program a series of events or actions for a 
specific period of time and at a specific venue, without the 
need for assistance from a tourism provider. The advent of 
smart technology has ushered in a new age of 
disintermediation, with visitors gaining influence over the 
entire service delivery process. As a result, the new face of 
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tourism will be focused on the optimization of 
"personalized reconstructed experiences" by customers. 
Smart products open up a wide variety of potential 
applications for the tourism industry, from both the supplier 
and customer viewpoints. Tourism providers, on the other 
hand, must take advantage of the interactivity, intimacy, 
and ubiquity of wearable devices by looking for ways to 
provide visitors with personalized, enhanced, automated, 
and novel experiences. The most critical considerations are 
privacy and protection of users. The use of smart 
technologies in tourism poses significant privacy and safety 
issues. The hotel's data portal, for example, is accessible to 
tourists who can "voice order" check-in and access up-to-
date information about their accounts at the hotel. As a 
result, they could be enticed to gain unauthorized access to 
the establishment's data in order to satisfy their curiosity. 

In terms of strategic advice, smart technologies are 
rapidly evolving technologies that will continue to have a 
direct effect on visitors and tourism organizations. With the 
Internet of Things, tourism providers should begin to 
streamline their existing business models and strategies in 
order to benchmark with rivals and address the challenges 
that will be faced in meeting the demands of visitors. While 
this paper makes a contribution by highlighting the use of 
smart technology in tourism and their future potential, it has 
some flaws. To begin with, the literature on smart 
technology and tourism is still in its infancy. As a result, 
the majority of the references in this paper about the use of 
smart technology in tourism were minimal academic 
sources. In either case, there is scope for further inquiry into 
this significant field of research. As a result, this paper is a 
significant first step toward a deeper understanding of how 
smart technology can be used in tourism. Further research 
into the value development of smart technology in tourism 
is recommended. It is also proposed that a thorough 
investigation be conducted to determine the economic 
implications of smart technology in this industry. 

Further, the number of available research works on 
smart technologies in tourism were fewer from the selected 
journals and conference proceedings, which led to the 
accessibility of lesser data for analysis. 
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Abstract - At present, a significant demand has emerged 
for online educational tools that can be used as replacement 
for classroom education. Due to the ease of access, the 
preference of many users is focused on m-learning 
applications. This paper presents an architectural framework 
for an interactive mobile learning toolkit.  This study explores 
different software design patterns and presents the 
implementation details of the prototype. As a case study, the 
application is applied for the primary education sector in Sri 
Lanka, as there is a lack of adaptive learning mobile toolkits 
that allow teachers and students to interact effectively. The 
study is concluded to be user-friendly, understandable, useful, 
and efficient through a System Usability Study. 
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I. INTRODUCTION 

Today, there is a highly increased demand for 
educational tools that promote online teaching and 
learning. Specifically, m-learning tools have become one 
of the most sought-after types of educational tools due to 
the high availability of personally owned mobile devices 
[1]. Although there are many existing applications, they 
lack the features discussed in this proposed solution. 
Moreover, the uprise of the COVID-19 pandemic and the 
sudden peak in the requirement for m-learning applications 
is challenging in the Sri-Lankan education sector [2]. 
Currently, the interactive online teaching and learning 
process is conducted via applications such as Zoom and 
WhatsApp. However, with a large number of class sizes, 
the primary students who have a low attention span and are 
likely to distract easily [3], it is challenging to impose 
effective interactivity and address each individual who is 
with different level of learning, within the allocated class 
time in online teaching [4]. 

Although several learning applications are available to 
address the virtual barrier between the teacher and students, 
the lack of technical knowledge in operating these 
applications has created a reluctance among Sri-Lankan 
teachers toward using them [2] [5]. Also, there is a lack of 
a platform for teachers to teach the lessons, rather than 
relying on pre-made lessons provided by the application 
itself. The available applications with similar functionality 
require some level of technical knowledge to operate. 

In this light, m-learning that runs on smartphones has 
become a widely used method for teaching and learning. 
However, in some areas, there is limited access to internet 
connectivity and high-performing devices, which are 
essential to smoothly run such learning applications. 
Therefore, there is a need for a mobile learning application 
that can operate under constrained resources and both 
online and offline. In another point of view, it is important 

to have a set of functionalities that allow teachers to 
manage their lesson videos and assess the understandability 
level of the students easily. 

This paper proposes a software architectural 
framework for an interactive learning toolkit that can be 
used for the teaching and learning process. The main 
objectives of this study are to provide author video-based 
learning content and to interactively assess the student’s 
skill level during the learning process under least device 
performance. Although this proposed toolkit can support 
the learning process in general, we have considered the 
primary education sector as a case study with more specific 
features. Therefore, this system provides a methodology to 
create interactive video lessons in a more effective manner 
which would be less costly in terms of performance and 
resource utilization. Also, it suggests the best-suited 
architecture to integrate functionalities to provide a user-
friendly and efficient experience to the end-user. 

The rest of the paper is organized as follows: Section 
II discusses the background studies and Section III presents 
the common architectural parameters considered for related 
applications. Section IV discusses the existing architectural 
patterns for mobile applications, while Section V describes 
the methodology. Sections VI explains the implementation 
details and Section VII contains the evaluation for 
application usability. Section VIII discusses the 
contributions and Section IX concludes the paper. 

II. BACKGROUND 

E-learning focuses on creating an augmented learning 
environment in which technology can be utilized to provide 
a combination of different teaching and learning methods 
aiming to maximize the participation of students, rather 
than replacing the conventional learning techniques. m-
learning is an extension of E-learning where it is capable to 
improve the productivity of students by allowing them to 
engage in learning without the restrictions of time and place 
with the utilization of handheld devices for the teaching and 
learning process. Several learning applications with 
different features are available in the literature that supports 
primary education. In another direction, few learning 
applications have considered the use of virtual 
environments for immersive learning [6]. This allows 
learner-centric education where the student can learn at 
their pace based on their skill levels. Thus, supports 
personalized learning. 

Table I depicts the features and limitations of the 
above-mentioned applications. Most of the existing 
application has limitations such as limited and default 
content, lack of authoring ability for content, less 
incorporation of the
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student's skill levels and issues in computational 
performances. Therefore, there is a requirement for a tool 
that allows any teacher to create their lesson content, author 
the lessons to enhance them as interactive lessons, under 
low-performance requirements so that the tool can be used 
in most, smart mobile devices. 

TABLE I.  EXISTING LEARNING APPLICATIONS 

Tool name Features Limitations 

Byjus learning 

app [7] 

 

Syllabus-based videos with 

smart visualization, personal 

learning journey with knowledge 

graph, interactive and adaptive 

exercises, Real-time progress 

reports, individual guidance 

from mentors, and real-time 

tracking. 

No authoring tools 

or access for 

teachers, Indian 

Syllabus, Paid 

subscription 

Hapan – Kids’ 

Learning App 

/ Hapan 5 [8] 

Hapan: Interactive game 

interface, practice exercises, 

self-explanatory UI, report cards 

for parents, mini-games 

Hapan 5: Revision app, follows 

the Syllabus, progress tracking, 

progress report generation 

Performance issues, 

no authoring tools, 

redundant content, 

paid subscription 

Hapan 5: Limited to 

revision, no 

authoring tools 

Kahoot! [9] Attractive interface, verified 

educators, quiz-based learning 

Learning is based on 

quizzes; no media 

authoring tools 

Khan 

Academy 

Kids: [10] 

Highly interactive, a library of 

content, tools for teachers, 

progress monitoring, adaptive 

learning path, playful characters 

to encourage, free 

No authoring tools 

Noon 

Academy – 

Student 

Learning App 

[11] 

Online toolset for teachers, 

interactive classroom, online 

quizzes, breakout for group 

work, live chat with teacher and 

peers, test-preparation assistant 

Limited for chosen 

tutors 

ABC Kids – 

Tracing & 

Phonics [12] 

Interactive, game-based, smart 

UI, Teacher Mode for progress 

reporting and activity toggling  

No authoring tools 

HOMER 

Learn & Grow 

[13] 

Interactive, playful, personalized 

reading path, resources for 

parents, offline learning 

available 

No authoring tools, 

redundant content 

ABCmouse - 

Early 

Learning 

Academy [14] 

Highly attractive and interactive, 

puzzles and quizzes, games, 

engaging characters, progress 

tracking for parents 

No authoring tools, 

not free 

Vedantu – 

Live Learning 

App [15] 

Live interactive learning, in-

class quizzes, leaderboard, test-

preparation material, daily live 

interactive quizzes 

No authoring tools 

Udemy – 

Online 

Courses [16] 

Offline learning available, 

customized learning reminders, 

note-taking and bookmarking, 

in-course quizzes, Q&A with 

instructors 

Authoring tools 

limited to selected 

and paid instructors 

mostly paid 

subscription 

 

III. ARCHITECTURAL ASPECTS  IN LEARNING APPLICATIONS 

A. Video streaming  

To playback interactive videos, there must be a video 
streaming architecture that enables the preview of 
additional annotations attached to the video. The study by 
Meixner & Kosch [17], has introduced a set of 
requirements for Playback namely: Media interpretation, 

Navigation, Media synchronization, Cache management, 
and Download management. Media Interpretation is the 
processing of the metadata files related to the video and 
transforming them into other internal data types. 
Navigation refers to different elements such as button 
panels and quizzes. Media synchronization supports 
viewing and hides annotations in the synchronized video 
timeline. Cache management manages deletion and cache 
occupation. Download management decides which 
elements and storylines to download, optimizing the 
downloaded quantity, and scheduling the download. 
Furthermore, Dellagiacoma et al. [18] and Gordillo et al. 
[19] also use the metadata interpretation approach for 
streaming interactive videos. 

B. Content management 

The learning apps contain a repository of learning 
materials which may include documents and media that are 
presented to the user. To manage these learning materials a 
weighted directed graph has been used in Alshalabi et al. 
[20]. In studies like Garcia-Cabot et al. [21] Multi-Agent 
systems have been used to manage the course content. Chen 
et al. [22] have used a Learning Object Repository to store 
the teacher-made learning objects, and a Learning 
Management System component to retrieve the 
courseware. In the study by Yarandi et al. [23], the software 
architecture contains a courseware knowledgebase to store 
the course content, and a Courseware Manager component 
to provide the User interface to manage the stored 
courseware. Tortorella & Graf [24] uses a course content 
database to store the material and a course content manager 
module is present to access this content. 

C. Quality of service 

To accept and use a certain application, the application 
must be able to satisfy the requirements and needs of the 
user [25]. Three types of quality factor frameworks have 
been proposed by Almaiah et al. [25], based on the DeLone 
and McLean’s model (DL & ML) to ensure the quality of 
service in mobile learning systems: Information quality, 
system quality, and service quality. Furthermore, the 
ISO/IEC 25010: 2011 quality standard has introduced 2 
quality models which include further characteristics and 
sub-characteristics [26]: Quality in Use and Product 
Quality. 

D. Multiple access provision 

In mobile learning applications, the main end-users are 
the Student/Learner and the Teacher/Instructor, whereas in 
some situations an Admin would also be made available to 
monitor and control the entire system. The user roles and 
access grants are usually provided through the application’s 
interface where users may or may not be able to see 
different items of the app based on the user role. The study 
by Alshalabi et al. [20] contains three sub-modules 
connected to the System Interface Module, namely, the 
Admin Interface Module, Instructor Interface Module, and 
Student Interface Module. Moreover, Yarandi et al. [23] 
have presented separate modules for each user (Learner and 
Instructor), where the Learner and Instructor access the 
system through a User Interface Manager and a Courseware 
Manager, respectively. Using these separate manager 
modules, the access grants and permissions are defined for 
each user type. Further, when considering mobile 

https://byjus.com/
https://byjus.com/
http://hapan.lk/
http://hapan.lk/
https://kahoot.com/academy/
https://learn.khanacademy.org/khan-academy-kids/
https://learn.khanacademy.org/khan-academy-kids/
https://learn.khanacademy.org/khan-academy-kids/
https://play.google.com/store/apps/details?id=com.noonEdu.k12App
https://play.google.com/store/apps/details?id=com.noonEdu.k12App
https://play.google.com/store/apps/details?id=com.noonEdu.k12App
https://play.google.com/store/apps/details?id=com.noonEdu.k12App
https://play.google.com/store/apps/details?id=com.rvappstudios.abc_kids_toddler_tracing_phonics
https://play.google.com/store/apps/details?id=com.rvappstudios.abc_kids_toddler_tracing_phonics
https://play.google.com/store/apps/details?id=com.rvappstudios.abc_kids_toddler_tracing_phonics
https://play.google.com/store/apps/details?id=com.learnwithhomer.webapp
https://play.google.com/store/apps/details?id=com.learnwithhomer.webapp
https://play.google.com/store/apps/details?id=mobi.abcmouse.ma.google
https://play.google.com/store/apps/details?id=com.vedantu.app
https://play.google.com/store/apps/details?id=com.vedantu.app
https://play.google.com/store/apps/details?id=com.vedantu.app
https://play.google.com/store/apps/details?id=com.udemy.android
https://play.google.com/store/apps/details?id=com.udemy.android
https://play.google.com/store/apps/details?id=com.udemy.android
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computing in a public cloud-based mobile application, the 
inherent long latency in data exchange may negatively 
affect the interactive nature of the application. To 
overcome this issue, Mobile-edge cloud computing has 
been introduced with Computation offloading [27] where 
the delay-sensitive and computation-intensive applications 
can offload the computation processes to nearby mobile-
edge cloud servers, so that the application may function 
smoothly [28]. 

E. Usability 

Usability measures the user feasibility and easiness to 
achieve the goal intended by a particular system [29]. Six 
categories of usability guidelines have been proposed by 
Kumar et al. [30] intending for mobile learning 
applications: Content organization, Navigation, Layout, 
Visual representation, Selection based, Consistency and 
standards, Help and feedback, Interaction, Customization, 
Learning experience, and Accessibility. A total of 121 
usability guidelines have been introduced in the same study 
under the said categories. Moreover, Tahir & Arif [31] have 
introduced UI design criteria to consider when designing 
the user interface for mobile learning applications for 
children. This includes input/output, cognitive load, 
multimedia usage, customization, etc. The study has further 
categorized those design criteria based on the usability 
characteristics addressed by them: effectiveness, 
understandability, efficiency, learnability, operability, 
satisfaction, and attractiveness. 

F. Interactivity 

The interactivity parameter explains how the 
application enables user interaction by receiving input from 
the user to produce a specific output based on it. Meixner 
& Kosch [17] explains four main methods of interaction in 
interactive videos namely: Viewer to Video, Viewer to 
Annotation, Scene to Scene, Scene to Annotation. Here, 
Annotation refers to videos, animations, audio, images, 
text, etc. that are displayed in parallel with an interactive 
video story. Accordingly, Viewer to Video defines how the 
Viewer can interact intra-scene or inter-scene by different 
functions such as Play and Pause, and also by switching 
from one scene to another. Viewer to Annotation refers to 
a type of interaction where the user can click on hyperlinks 
on the video to display additional annotations related to the 
video. Scene to Scene explains how scenes interact through 
a predecessor-successor relationship, where the scenes will 
change from one to another based on different factors. 
Finally, Scene to Annotation defines how the annotation is 
derived by the scene itself. Here, the annotations are 
displayed and hidden based on time (time-based 
annotations). According to this study, interactivity from 
users can be enabled by the user interface such as by using 
a button panel. The other forms of interactivity are enabled 
by implementing specific logic. 

G. Resource utilization 

Mobile devices are restricted in their number of 
resources. Therefore, it is important to develop an 
application in a manner that would utilize those limited 
resources optimally to produce an efficient mobile 
application. To identify the resources to consider, 
Rawassizadeh et al. [32] have presented a resource 
classification. In the study, CPU, memory, battery, and disk 

and network activities are identified as the five main 
resources that come along with mobile devices and are 
consumed by mobile applications, the battery being the 
most important. It also explains that each of these resources 
can affect one another. To efficiently utilize these resources 
to ensure smooth performance in a delay-sensitive and 
computation-intensive, multi-user, multi-task mobile 
application, a computation offloading mechanism is used 
in Mobile-edge cloud computing technology [33]. Initially, 
the users’ computations tasks are sent to a Base Station. 
Afterward, they are executed in mobile-edge computing 
servers to send back the results to the mobile. This will 
assist in managing the limited battery life, communication 
resources, and computation resources of the system [34]. 

H. Authoring ools techniques 

Authoring Tools are used to edit different media 
content such as videos, presentations, etc. In learning 
applications, they allow the Teacher’s role to edit such 
media to create interactive learning content. There are two 
types of such videos, namely, non-linear videos and 
Annotated (Linear) Videos. To author interactive, non-
linear videos four tools are required for video processing, 
video rearrangement, annotation editing, and export 
functions [17]. Another method to implement Authoring 
tools is by the use of directed graphs. This graph may 
contain nodes that are video clip placeholders and the edges 
as options for the user to choose the next placeholder [18]. 
It is also possible to create Learning objects using media 
obtained from various repositories including online sources 
such as YouTube and create a metadata file (JSON) for the 
authored Learning Object [19]. This method can be used to 
create Linear videos as well. 

IV. EXISTING ARCHITECTURAL PATTERNS  

A. Layered architecture 

Layered architecture is defined as a design strategy 
that ensures the separation of responsibility across the 
objects of an application in an effective manner. Here, the 
system is separated into layers and each layer has a 
functionality specific to it. Each layer will be providing 
services to the layer above it. This architecture is suitable 
for instances where incremental development is preferred, 
as well as when the system development is handled by 
several teams (each team handling a specific layer), and 
when multilevel security is desired [35]. This architecture 
is beneficial to use when developing rich mobile 
applications [36] and to promote maintenance [35]. But, a 
complete separation of concerns may be challenging to 
achieve with this architecture, while it may be difficult to 
enable direct communication between non-adjacent layers. 
Also, the performance may be affected by the requirement 
to process requests at each layer [35]. 

B. MVC architecture 

The MVC (Model-View-Controller) architecture is a 
design methodology where the presentation and interaction 
are separated from the system’s data. The three components 
that compose the architecture are Model, View, and 
Controller. Each component is responsible for the system 
data, handling the presentation of the data to the end-user, 
and concerning with the user interactions and the 
integration of the interactions with the other two 
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components, respectively. This architecture is used when 
there are many ways to present and interact with the system 
data, and also when such future requirements are not clear. 
The MVC architecture is considered important in mobile 
application development, especially in iOS application 
development. However, this architecture may complicate 
simple application models [35]. 

C. Multi-Tier architecture 

In the Multi-tier client-server architecture, different 
layers are executed in different processors as individual 
processes. Usually, the tiers consist of but are not limited 
to, the presentation tier, application processing tier, data 
management tier, and database tier.  Multi-tier 
architectures can handle a large client base. This 
architecture may be useful when the data and the 
application are both volatile, when data from many sources 
are combined, and when it is required to scale in the future. 
However, when the system is large, there may be issues in 
identifying the sources of errors and identifying the 
responsibilities of teams working on developing each layer. 

D. MVVM architecture 

MVVM (Model-View-ViewModel) is specifically 
intended for modern UI development platforms where the 
View is handled by a designer. The View is the User 
Interface of the system. Model is the system data, and 
ViewModel manages the state of the view [37]. It will be 
beneficial when there is a need for good separation of 
concerns, and to reuse code. However, this architecture 
may complicate simple application structures, and also may 
cause considerable memory use due to data binding. 

E. Client-server architecture 

The Client-Server architecture contains different 
services, each provided by a server to be used by a client. 
This architecture is effective to be used when the system 
comprises a shared database that can be accessed from 
different locations by many clients. Further, when the 
system expects a varying load, the servers can be 
replicated, thus making this an effective architecture for 
such instances [35]. However, this has a single-point-of-
failure, as well as the performance may depend on the 
network, making this architecture more vulnerable to 
failure. 

F. VIPER architecture 

     VIPER (View-Interactor-Presenter-Entity-Router) is a 
Reference architecture that is popular in iOS application 
development. The VIPER architecture is intended for rich 
mobile applications, especially iOS applications [36]. Here, 
View handles the user interface items, as well as user inputs 
events and calls the Presenter. The Presenter is responsible 
to handle these calls and uses the Interactor to build the 
respective UI by retrieving the necessary data. The Entity 
components are used to retrieve domain objects and apply 
business logic on the data by the Presenter. Finally, the 
Router is accessed through the Presenter to handle 
navigation between the UI [38]. It provides better 
testability, loose-coupling, and better code structure which 
are suitable for medium to large-scale projects. Thus, it 
may not be much suitable for small-scale projects. 

V. METHODOLOGY 

A. Application overview 

This System consists of a Mobile Application 
Authoring Tool to create interactive video-based Lessons 
by embedding pop-up activities in them. The System 
enhances learning by allowing teachers to create exercises 
based on educational videos related to the taught Syllabus 
that they can easily find online. As a case study, we have 
considered the video lessons provided by the National 
Institute of Education in Sri Lanka, with the YouTube 
channel NIE.   Once a student enrolls in a Lesson and starts 
to play the video, the activities will pop-up at the defined 
timestamps and the video will pause. When the student 
enters an answer, the result will be recorded, and the video 
will continue to play. Also, the system focuses on the 
separation of concerns to enable scalability, reusability, 
manageability, and to lower the risk of failure. Further, it is 
concerned with providing optimal performance and 
resource use to enable smooth functionality and to increase 
the non-functional support to the end-user. 

B. Design patterns 

The main underlying architecture of the System is the 

Layered architecture based on which the system is divided 

into 4 layers: Presentation Layer, Application Layer, 

Business Layer, and Database Layer. Each layer will 

communicate only with its immediate layer(s). 

1) Presentation Layer: The Presentation Layer 
consists of the User Interface which is the main interaction 
point with the end-user. All the .xml files that model the 
interfaces presented to the end-user groups, Student and 
Teacher, are included in this layer. 

2) Application Layer:  The Application server falls 
under the Application Layer which is the abstraction layer 
that functions to hide the Business logic from the 
presentation layer. There is only a single server to this 
system, and all the requests sent to the System through 
different events initiated at the Presentation Layer will pass 
through this layer to the Business Logic for processing. 
Similarly, the processed responses also move through this 
layer from the Business Logic Layer to the Presentation 
Layer to reach the end-user. 

3) Business Layer: Business Layer comprises the 
Authentication Manager, Lesson Manager, Activity 
Manager, and the Metadata Manager that consists of other 
sub-modules and work together to address the business 
requirement of the system. The Authentication Manager 
interacts with the Application Layer to address the requests, 
and they do not communicate directly with the other 
components in the Business Layer. The other components 
except the Metadata Manager communicate with the 
application layer while interacting with the other 
components to fulfill different tasks. 

4) Database Layer: Finally, the Database Layer 
consists of the database which is the single storage point of 
the system. All the resources that are being shared within 
the system are stored in the database layer. 

     Using the Layered architecture design pattern mainly 
contributes to the separation of concern which also isolates 
each layer enabling changeability in one layer without 
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affecting the others. It also contributes to testability in each 
layer separately, and maintainability by having a clear 
separation of code. Although the outcome of using this 
design pattern in this application is a monolithic 
architecture which may include overhead in future major 
changes made to the system, using a different architecture 
may pose a greater disadvantage based on development and 
performance [39]. Fig. 1 illustrates the high-level view of 
the Layered Architecture applied to the proposed system. 

 

 

Fig. 1. A high-level view of the m-learning application. 

C. Application architecture 

The proposed software architecture supports the below 
architectural requirements for general learning 
environments [40] as follows.  

● Provide information about the course 

● Allow customization 

● Automate the evaluation process 

● Support the authoring of didactic material 

● Enable the management of content by the instructor 

● Enable learners’ evaluation 

● Support the delivery of didactic material 

● Provide feedback mechanisms for evaluation 

Fig. 2 depicts the architecture which enables the 
required functionalities.   

 

 

Fig. 2. Proposed architecture of the M--learning application. 

The modules of the architecture can be listed as follows.  

1) User Interface: The User Interface is the main 
interaction point of the Users with the System. The two 
main users who can interfere through the User Interface are 

“Student” and “Teacher”. The Teacher is allowed to create, 
view, update, and delete Lessons, as well as to view 
students’ progress [20]. The Student can enroll in Lessons, 
follow them and respond to activities, and finally view the 
results. 

2) Application Server: The System comprises an 
Application Server, which is the central mediator between 
the User interface and the system’s services. It is the entry 
point for the external user to the system’s internal logic. As 
its main functionality, it will real-time manage the 
messages sent from the user interface by multiple users, to 
each of the other components in the system [41], and vice 
versa. 

3) Authentication Manager: The Authentication 
Manager handles the registration and login attempts of the 
users to the system. A user can either be of the “Student” 
role or “Teacher” role. The registration attempts will be 
validated in the system based on the information input by 
the user at the time of registration. Once the registration is 
validated, the user will be provided access to the system 
with the related grants and permission based on the user 
role. Similarly, for a login attempt, the user’s validity will 
be verified by checking for the availability of the username 
in the user profile, and the validity of the password [24] 
[42]. 

4) Lesson Manager: The Lesson Manager is the 
service or component of the system which manages all the 
existing and newly created Lessons or Learning Objects in 
the system. The “Learning Objects” refer to enriched 
videos [19] which consist of multiple activities to pop up at 
user-defined timestamps. This component is similar to a 
“Course Content Module/Repository” available in several 
related existing systems [20] [21] [22] where all the taught 
course materials are organized and managed. 

a) Video Loader: This sub-module is responsible for 
loading the videos, which are the main course material of 
the system, from a video URL or by uploading from the 
filespace [19]. 

b) Timer: The Timer’s functionality is to listen to a 
Lesson during the time of video play for any activity 
timestamps, and to pass a message to the Activity Manager 
once such a timestamp is reached [19]. This sub-module 
ensures that the activities are retrieved at the correct point 
of time in the video. 

5) Activity Manager: The Activity Manager handles 
the Activities related to each Lesson included in the Lesson 
repository of the System. Each Lesson will contain one or 
more than one activity per activity timestamp [19]. An 
Activity may be a pop-up quiz, based on text, images, etc. 

a) Assembler: This sub-module functions to create 
an activity to be sent to the User Interface by using the 
decoded metadata. It will correctly identify which data to 
be used in which places in the activity code structure to 
setup up the final presentation for the user as a pop-up quiz. 

b) Result Handler: This will store the results for each 
activity, based on the response received by the user [24], as 
a temporary file in the device file space. At the end of a 
Lesson, this sub-module will send the data in the temporary 
file to be stored in the database. This will minimize the 
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number of transactions required to store the user responses 
and other related parameters. 

6) Metadata Manager: The Metadata Manager is 
focused on managing the Metadata files created for Lessons 
to define their structure and other parameters [18] [43]. 
Each time a Lesson is created/viewed/updated the Metadata 
manager will interfere. 

a) Metadata Loader: This sub-module is responsible 
for loading a requested Lesson’s metadata file from the 
database. 

b) Encoder/Decoder: This sub-module performs the 
read/write functions of metadata files of the system. When 
a Lesson is created by a teacher and saved, a metadata file 
will be generated after the system processes the lesson data, 
and it will be stored in the database. This encoding function 
will encode all the data in the lesson into an XML format 
and save it. Once an existing Lesson is retrieved, the related 
metadata file in the database will be fetched and read or 
decoded to extract all the items included in the Lesson. 

7) Database: The data will be stored in a NoSQL 
format, which is a non-relational database type, due to the 
requirement of better performance, flexibility, scalability, 
and due to the system consisting of different formats of data 
that will easily be stored and retrieved in the NoSQL format 
[44], [45]. 

VI. IMPLEMENTATION ASPECTS 

To implement the creation, storage, and retrieval of the 
interactive learning videos, a mobile application with all 
the said features has been developed. Here, the teacher can 
upload a lesson video to his/her mobile device or use an 
existing video through a YouTube URL. Once uploaded, 
the video could be opened from the M-Learning application 
and the teacher could play the video.  

To add interactive quizzes to the video, the teacher can 
choose desired time-points in the video where he/she 
requires the quiz to pop-up and then add a text-based, or 
image-based quiz from the palette provided in the User 
Interface, as the example quiz authoring structure depicted 
in Fig. 3 Several quiz structures will be provided, and their 
appearance will be set by default so that there will be 
minimum technical interference from the teacher’s side. 
Everything required to develop the interactive video will be 
provided through a simple User Interface for easy 
understandability of the teacher. Further, the teacher can 
preview the video to test the output and make necessary 
changes. Once a quiz is added, the details of it will be stored 
temporarily as a .xml file in the device memory. 

When the Teacher completes creating the interactive 
video and saves it, the temporarily stored information will 
be integrated to generate a .xml metadata file which 
includes the video details and quiz details that will be used 
to re-generate the video when retrieved. 

 

Fig. 3. The user interface for creating interactive video lessons 

 

Fig. 4. Question creation interface  

Then, the video will be added to the required lesson 
group, and students will be able to start accessing the 
interactive video lesson. Fig. 4 shows a sample GUI of a 
question creation. At the end of the video lesson, the 
students’ answers and marks will be in the database to be 
stored. 

VII. SYSTEM EVALUATION 

     The proposed mobile application was tested for its 
usability among a group of 22 users, 12 out of which were 
females and 10 males. The expertise/job profiles of the end-
users ranged from Software Engineering to Education. The 
experience of the users in the education field concerning 
normal teaching ranged 2 – 20 years, whereas, with online 
teaching, the experience was limited to nearly a year. The 
mode of assessing the usability was through a System 
Usability Study [46] conducted through an online survey. 
The survey consisted of the ten questions of usability where 
the user could rate their positive and negative experiences 
on a scale of 1 to 5 where 1 represented “Strongly 
Disagree” and 5 representing “Strongly Agree”. Then, the 
SUS score was calculated to evaluate how much the users 
have found the system to be usable. For this, the scores for 
each question were re-calculated based on the SUS score 

Palette to add interactive 
pop-up questions 
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Preview 
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a video 
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calculation method, then the score was multiplied by 2.5, 
and finally, the average was obtained for 22 participants. 
Accordingly, the SUS score for this system was interpreted 
as approximately 80. Fig. 5 depicts the percentages of 
positive responses received for the usability aspect, 
whereas Fig. 6 depicts the negative responses of each 
participant. 

 

Fig. 5. Percentage of positive responses 

 

Fig. 6. Percentage of negative responses 

  This application can be further improved by including 
an adaptivity component where the authored assessments 
will be provided to the student based on his/her competency 
level, creating a personalized learning path. Also, a 
classroom management component can be added to form 
virtual classrooms where teachers can create lessons 
specific to different classrooms. In another point of view, 
by considering the development of technologies, 
interactive learning content such as virtual reality-based 
activities [47] can be incorporated to improve effective 
learning.  

VIII. DISCUSSION 

     This study was conducted to develop an enhanced 
mobile learning toolkit that can provide lesson 
customization capabilities and an interactive learning 
experience to the end-users, along with a satisfactory level 
of usability and less cost in terms of performance and 
resource utilization. Using the proposed architecture and 
methodology, the said features can be achieved as follows: 
teachers can use the proposed authoring tools feature to 
customize the existing lesson videos or their lesson videos 
by adding pop-up quizzes and activities to the video at the 
chosen points of time. Then, students can view these 
lessons to learn, while actively participating in the learning 

process by answering the pop-up activities added by the 
teacher, as explained previously. These answers and results 
are stored in the database for future use.  

Moreover, the application interface is developed in a 
manner that is user-friendly and easy to understand by a 
novice user. Furthermore, the authoring tools feature is 
implemented in a manner that consumes comparatively 
fewer amounts of resources and memory of the mobile 
device, so that even a smartphone without many advanced 
features can run this application with the least performance 
issues. 

     This application addresses the shortcomings of the 
existing popular learning applications, mainly in the areas 
of authoring tools functionality and the related interactivity 
feature. The overall advantage of this application in terms 
of education is further to be studied in the future.  

     This system can be further improved with 
functionality to calculate the students’ level of competency 
using the recorded assessment results, to provide adaptable 
learning content. 

IX. CONCLUSION  

This paper proposed an architectural framework for an 
interactive mobile learning toolkit that can be used to 
support primary education in Sri Lanka. The architecture 
caters to an m-learning application that can provide 
custom-made interactive video lesson content by the 
teacher to the student where the student will be tested for 
understandability during the video lesson. Also, a method 
has been proposed to store and retrieve these video lessons 
in a memory-efficient manner using metadata files. The 
survey conducted has shown a good system usability score 
for the proposed prototype solution. 
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Abstract - Social networks have shown an exponential 

growth in the recent past. It has estimated that nearly 4 billion 

people are currently using social networks. The growth of 

social networks can be explained using different models. 

Preferential Attachment (PA) is a widely used model, which is 

often used to link prediction in social networks. PA tells that 

the social network users prefer to get linked with popular 

users in the network. However, the popularity of a node 

depends not only on the node’s degree but also on the node's 

activeness which is reflected by the amount of active links the 

node has at present. Activeness of a link can be quantified 

using the timestamp of the link. The present work introduces 

a novel method called Temporal Preferential Attachment (TPA) 

which is defined on the activeness and strength of a node. 

Strength of a node is the sum of weights of links attached to 

the node. Here, the weights of the links are assigned according 

to their activeness. Thus, TPA captures the temporal 

behaviors of nodes, which is a vital factor for new link 

formation. The novel method uses min - max scaling to scale 

the time differences between current time and the timestamps 

of the links. Here, the min value is the earliest timestamp of 

the links in the given network and max value is the latest 

timestamp of the links. The scaled time difference of a link is 

considered as the temporal weight of the link, which reflects its 

activeness. TPA was evaluated in terms of its link prediction 

performance using well-known social network data sets. The 

results show that TPA performs well in link prediction 

compared to PA, and show a significant improvement in 

prediction accuracy. 

Keywords - activeness of links, link pre- diction, social 

networks, TPA 

I. INTRODUCTION  

At present, around 4 billion users are using social 
networks, and still the number grows exponentially. Social 
networks serve different interests of the users. For example, 
social networks such as Facebook serve mainly as a 
friendship network which allow users to share their content 
and thoughts with their friends. In contrast, question and 
answering social networks such as Stackoverflow serve 
users to solve their programming problems by sharing them 
with other users of the social network. In addition, opinion 
posting social networks such as Reddit and Slashdot 
provide users a platform to post their opinions, thoughts, 
views and comments on various topics. Therefore, the 
growth of each social network depends on different facts 
and hence, predicting the growth of social networks has 
become a complex task [1], [2]. A plethora of researches 
have been carried out to devise novel models or alter the 
existing models to describe the growth of complex and 
heterogeneous social networks. 

Social networks present a picture which has users 
connected via links. This picture of social networks can 

further elaborate as a set of nodes connected via single or 
multiple edges (In network theory terminology, the users 
are referred to as nodes and the links referred to as edges). 
Here, the multiple edges represent the interactions that 
happen between the node pairs. For example, in Facebook, 
once a pair of users become friends, they interact with each 
other in multiple ways such as chatting, commenting, 
sharing posts, etc. All these interactions are considered as 
temporal edges and hence, the words edge and interaction 
use interchangeably to refer to the same entity. In network 
theory, the number of interactions between a node pair is 
referred to as the edge weight which reflects the closeness 
of the node pair. The total of the weights of edges attached 
to a node is said to be the strength of the node. In other 
words, the degree of the node is considered as the strength 
of a node. Here, the node degree is the count of all temporal 
edges attached to the node. The strength of a node reflects 
its popularity in the social network. The higher the strength, 
the higher the popularity. However, this is not always true 
due to the temporal behavior of nodes and edges. In other 
words, the strength of a node varies over time due to 
various factors. Therefore, the present research investigates 
the primary causes of temporal behavior of social networks. 
Although this study focuses on online social networks, it 
can be generalized to other types of social networks as well. 
The contribution of this paper can be summarized as 
follows. 

• Provide an insight about the temporality of social 
networks. 

• Discuss the limitations of existing static features 
used for link prediction in social networks. 

• Introduce a non-parametric time-aware feature, 
Temporal Preferential Attachment (TPA) which 
captures the temporal behavior of nodes and 
edges. 

The rest of the paper is organized as follows. Section 
II discusses the related research and provides a better 
insight about the importance of studying the temporality of 
social networks for link prediction. Section III presents the 
details of TPA, and link prediction performance of TPA. 
Section IV contains the experimental evaluation of the new 
method. Finally, section V concludes the paper with the 
summary of the research and future directions. 

II. RELATED RESEARCH 

Modeling modern social networks is a formidable task 
due to their complexity, heterogeneity and the size. Past 
researches have introduced various models to describe the 
growth of social networks [3], [4]. A growth model is a set 
of rules or a theory by which new nodes and edges are 
added to a social network. Among those growth models, the 
Preferential Attachment (PA) is a widely used method,
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which is often used for link prediction in social 
networks. The intuition behind PA is that the nodes of 
social networks prefer to get linked with higher degree 
nodes or the popular nodes. PA quantifies this preference 
on popular nodes. Out of various PA based growth models, 
this section reviews some of the popular PA based growth 
models. 

Baraba śi-Albert (BA) model [5] tells that the social 
networks grow according to the so-called power law (see 
Equation 7). The network starts with 𝑛 nodes connected 
each other and grows by adding new nodes where each new 
node 𝑣  randomly finds an existing node 𝑢  to connect 
according to the probability proportional to the degree of 𝑢 
(see Equation 1). 

∏(du|v) =
du

∑  di i∈N
    (1) 

where 𝑁 is the set of nodes in the network and 𝑑𝑢 is 
the degree of node 𝑢. Although the BA model works well 
in modeling technological networks such as the Internet, it 
shows some limitations in modeling modern social 
networks such as friendship networks. The probability or 
the preference of choosing a node to connect does not 
depend only one the degree distribution of the nodes in the 
network but there are some other factors such as 
homophily, node attributes, and node activeness. Among 
them, homophily is described as the preference of new 
nodes to get linked with nodes which have similar interests. 
Considering this characteristic, homophily model [6] was 

introduced with homophily parameter 𝛿  which quantifies 
a certain property of a node. For any node pair 𝑢 and 𝑣, the 

homophily parameters are defined as 𝑢𝛿  and 𝑣𝛿 . The 

difference ∆𝑢𝑣 =  |𝑢𝛿  − 𝑣𝛿|  tells the 
closeness of the node pair. Thus, the connection probability 
is defined as: 

∏(du|v) =
(1−∆𝑢𝑣) 𝑑𝑢

∑  (1-∆iv) d
i i∈N

    (2) 

Homophily model improves BA model by 
incorporating the similarity between node properties. Thus, 
the homophily model shows better performance in 
modelling modern social networks such as friendship 
networks. However, it still falls short in capturing 
temporality of nodes which is a key factor in deciding the 
connection probability. Therefore, an alternative model 
called Fitness model [7] was introduced to capture the short 
term node popularity. Fitness model is similar to BA 
model, but it includes an additional parameter called fitness 
parameter 𝜂 (0 ≤  𝜂 ≤  1)  which captures the short term 
popularity of the node. The connection probability of 
Fitness model is defined as: 

 ∏(du|v) =
η

u
du

∑  η
i
d

i i∈N

   (3) 

Although the Fitness model captures the node 
temporality, it is still required to estimate the fitness 
parameter for each network. As a consequence, this model 
cannot generalise across different social networks. Also, 
parameter estimation is computationally intensive.  Due to 
those limitations, researchers have introduced non-
parametric link prediction methods. Non-parametric link 
prediction algorithm (NonParam) [8] uses a sequence of 
graph snapshots over time to capture the dynamic behavior 

of nodes and edges. Compared to the baselines (Last time 
of linkage, Common neighbors, Adamic/Adar and Katz), 
NonParam algorithm performed well even in the presence 
of seasonal patterns.  However, it can only predict pairs 
which are generated by 2-hop neighborhoods of last 
timesteps. Moreover, the non-parametric latent feature 
relational model is another link prediction method used to 
infer the latent binary features in relational entities [9]. This 
method has used feature-based methods to analyze the 
network data with the idea of Bayesian non-parametric 
approach.  In capturing the subtle patterns of interactions, 
the latent relational model has performed better than class-
based models.  

Apart from that, researchers have introduced growth 
models which consider structural patterns such as motifs in 
temporal social networks [10], patterns and dynamics of 
users’ behavior and interaction in social networks [11].  
Inclusion of location information into PA based models 
have shown significant improvement in modeling the 
growth of various social networks [12].  This research has 
introduced a growth model which captures the growth of 
population in different geographic locations.  It considers 
the account creation time and geographic information of 
each user. Although the above approaches have shown 
promising results in modeling the growth of modern social 
networks, still they have their own limitations. 

III. LINK PREDICTION IN SOCIAL NETWORKS 

Link prediction in social networks is a well-established 
research area. Social networks grow by adding new nodes 
as well as new links. Therefore, knowing the growth pattern 
of a social network is essential for link prediction in social 
networks. Link prediction problems can be classified into 
several sub-problems. For example, predicting new links, 
predicting missing links and hidden links are the popular 
link prediction tasks. This research focused on new link 
prediction, which can be defined as follows. For a given 
network at time 𝑡 our task is to predict the potential links 
that can appear in time 𝑡 +  1  [13]. Emergence of new 
links depends on various factors such as structural features, 
similarities between node and edge attributes. Common 
neighbors, Jaccard’s coefficient, Adamic/Adar index, and 
PA are a set of popular neighbors based structural features 
used for link prediction [14]. Among them, PA quantifies 
this preference of getting linked with popular nodes. For 
example, preference of node pair 𝑖𝑖 and 𝑗 getting linked can 
be quantified as shown in Equation 4. 

𝑃𝐴𝑖𝑗 = 𝑑𝑒𝑔𝑟𝑒𝑒𝑖 × 𝑑𝑒𝑔𝑟𝑒𝑒𝑗    (4) 

where 𝑑𝑒𝑔𝑟𝑒𝑒𝑖 is the degree of node 𝑖. For example, 
in Figure 1, node A has degree 4 and node B has degree 3. 
Therefore, the 𝑃𝐴𝐴𝐵  =  12. According to Equation 4, if the 
nodes have higher degrees their PA score takes a higher 
value. In case of link prediction, node pairs with higher PA 
are highly likely to get linked in future. Although PA looks 
like a promising method for link prediction based on the 
node popularity, the limitation of PA is it assumes that the 
popularity of a node solely depends on the node degree. In 
other words, the strength of the node, which assigns an 
equal weight (one) for each edge irrespective of its 
activeness. However, the popularity of a node depends not 
only on the node’s degree but also on the activeness of the 
node which is reflected by the amount of active edges the 
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node has at present. In other words, the activeness of the 
node is reflected by the amount of recent interactions with 
its neighbors. The activeness of those edges is relatively 
higher than the old edges (old interactions). Thus, 
Activeness of an edge can be quantified using the 
timestamp of the edge. Based on the edge activeness, some 
of the recent researches have introduced alternative time-
aware features which have shown their success in link 
prediction in social networks [15]– [17]. However, the 
inherent problems of most of these time-aware features are 
that they include parameters. Thus, it is required to 
optimize the parameters to obtain the optimal results. 
Parameter optimization is a  tedious task as it consumes 
time and large amounts of computational power. As a 
consequence, some of those time-aware methods cannot 
generalise across different social networks. Those 
limitations motivated us to introduce a novel non-
parametric time-aware feature which is an alternative to 
PA. 

A. Temporal Preferential Attachment 

The present work introduces a novel method called 
Temporal Preferential Attachment (TPA) which is defined 
on the strength or the weighted node degree where the 
weights of the edges are assigned according to the 
activeness of the links. Thus, TPA captures the temporal 
behaviors of nodes, which is a vital factor for new link 
formation. The novel method uses 𝑚𝑖𝑛 −  𝑚𝑎𝑥  𝑚𝑖𝑛 −
 𝑚𝑎𝑥scaling to scale the time differences between current 
time and the timestamps of the links. Here, the 𝑚𝑖𝑛𝑚𝑖𝑛 
value is the earliest timestamp of the links in the given 
network and 𝑚𝑎𝑥 value is the latest timestamp of the links. 
The scaled time difference of an edge is considered as the 
temporal weights (see Equation 5) of the link, which 
reflects its activeness. 

𝑇𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡𝑖𝑗 =
𝑇𝑖𝑗−𝑇𝑚𝑖𝑛

𝑇𝑚𝑎𝑥−𝑇𝑚𝑖𝑛
    (5) 

where Tij is the timestamp of the edge 𝑖𝑗, Tmax  is the 

latest timestamp in the network and Tmin  is the earliest 
timestamp. 

 

(a) 

 

(b) 

Fig. 1. A temporal social network. Figure (a): edges assigned with 

timestamps. Figure (b): after scaling the timestamps, each edge is 

assigned with a temporal weight. 

According to Figure 1, older edges get lower weight 
and recent edges get higher weight. This is far better than 
assigning equal weights to all edges because the temporal 
weights reflects the activeness of the edges and hence, the 
activeness of the nodes they attached. Based on the 
temporal weights, TPA of nodes 𝑖 and 𝑗 calculate as shown 
in Equation 6. 
 
 

 TPAij=TSi×TSj      (6) 

 

where TSi is the temporal strength of node 𝑖. Temporal 

strength of a node is defined as the total of temporal 

weights of the edges attached to the node. In Figure 1b, 

temporal strength of node 𝐴 is 2.26 and temporal strength 

of node 𝐵 is 2.38. Therefore, TPAAB= 5.38 which is less 

than PAAB  but better captures the temporal strengths of the 

node pair. The effectiveness of novel method TPA was 

tested in terms of its link prediction performances on real-

world social networks. 

IV. EXPERIMENTAL ANALYSIS 

The present study specifically focuses on link 
prediction in question and answering social networks and 
opinion posting social networks. In addition, one online 
friendship network was also used in the experiments to 
compare the effectiveness of TPA against PA in different 
settings. There are three types of interactions in question 
and answering networks: answers to the questions, 
comments to the questions, and comments to the answers. 
In this experimental analysis, we disregard the type of the 
interaction and consider each interaction as a temporal 
edge. TPA was evaluated in terms of its link predicting 
performances. The performance metric used to compare PA 
and TPA was area under curve (AUC) and ROC curves 
which give a better picture in model comparison. 

The data analytics show that their degree distributions 
of the six networks follow the notion of power law (see 
Figure 2) which says that the fraction 𝑃(k) of nodes in the 
network having degree 𝑘  goes for large values of 𝑘 
according to the Equation 7. 

 

𝑃(k)=λk
 -γ

      (7) 

 

Here, γ is a parameter which typically takes values in 

between 2 and 3 for scale-free networks. 

A. Data 

Four question and answering social network data sets, 
one opinion posting social network data set and one online 
social network data set were used to test the effectiveness 
of TPA. Summary statistics of the data sets are shown in 
Table I. All data sets used in the experiment were taken 
from Stanford Large Network DataSet Collection 
(https://snap.stanford.edu/data/). 

To create training sets and test sets, each data set was 
sorted in the ascending order of timestamps, and 80% of the 
sorted data set was taken as the training set and the rest 20% 
with latest timestamps were taken as the test set. In 
addition, all networks were assumed undirected. In each 
network, the largest connected subgraph was used to test 
the link prediction performance of PA and TPA. The 
training and test graphs were created in a way that the 
positive examples are the edges which are present in the 
test graph but not present in the training graph, and the 
negative examples are the non-edges which are common to 
training and test graphs. Also, all the nodes in the test graph 
are present in the training graph.



Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

25 

 

 

TABLE I. STATISTICS OF THE NETWORKS 

Network feature CollegeMsg Mathoverflow Stackoverflow Superuser Askubuntu Slashdot 

Nodes 1899 24818 23977 53657 87485 51083 

Edges 59835 506550 500000 500000 500000 140778 

Time Span (days) 194 2305 201 1350 1875 13395 

Nodes in Largest WCC 1893 24668 23906 52477 83497 51083 

Edges in Largest WCC 59831 506395 499920 498942 496603 140778 

Average clustering coefficient 0.11 0.31 0.08 0.12 0.1 0.02 

Number of triangles 14319 1403919 849247 704332 371319 18937 

Diameter (Longest shortest path) 8 10 10 13 13 17 

Density 0.03 0.00164 0.00174 0.00035 0.00013 0.00011 

 

 

(a) CollegeMsg 

 

(b) Mathoverflow 

 

(c) Stackoverflow 

 
(d) Superuser (e) Askubuntu (f) Slashdot 

 

Fig. 2. Degree Distribution
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(a) CollegeMsg 

 

(b) Mathoverflow 

 

(c) Stackoverflow 

 

(d) Superuser 

 

(e) Askubuntu 

 

(f) Slashdot 

Fig. 3. Model comparison: ROC Curves of PA and TPA 

 

TABLE II: LINK PREDICTION PERFORMANCE OF PA AND TPA. 

AUC COMPARISON OF PA AND TPA. 

Network AUC of TPA AUC of PA 

CollegeMsg 0.69 0.66 

Mathoverflow 0.85 0.82 

Stackoverflow 0.77 0.74 

Superuser 0.84 0.82 

Askubuntu 0.80 0.79 

Slashdot 0.74 0.73 

 

B. Results 

The summary of the results of the experimental analysis 

is shown in Table II. It shows that TPA performs better than 

PA in link prediction in all six social networks. Among 

them, TPA shows 3% improvement in link prediction 

accuracy on Mathoverflow, Stackoverflow and 

CollegeMsg networks. TPA reports 2% improvement in 

link prediction accuracy on Superuser network. In 

Askubuntu and Slashdot networks, TPA reports 1% 

improvement in link prediction accuracy over PA. These 

results revealed that TPA performs well on most of the 

question and answering networks. The activeness of the 

nodes in question and answering networks stays for a short 

period of time. Once the question gets the right answer, all 

the interactions with that node stops, and the node becomes 

inactive. Then the new links start to emerge around new 

questions rather than older ones. Owing to this nature, TPA 

performs better than PA in link prediction.  

V. DISCUSSION AND CONCLUSION 

Modelling the growth of social networks is a 

challenging task due to various factors. Among them, the 

temporality of nodes and edges is a key factor which 

influences the emergence of new edges. This research 

introduced a simple yet effective growth model TPA based 

on the node activeness. The underneath assumption of  TPA 

is each node 𝑣𝑣  randomly finds an existing node 𝑢  𝑢 to 

connect according to the probability proportional to the 

temporal strength of 𝑢 (see Equation 8). 

 

∏(TSu|v) =
TSu

∑  TSi i∈N

     (8) 

 
 Here, TSu  is the temporal strength of node u . This 
growth model somewhat similar to the Fitness model [7]. 
The key difference is that the Fitness model includes a 
parameter but the TPA based growth model is non-
parametric model. This growth model can be further 
improved by incorporating homophily and node attributes, 
which is the future direction of this research. 

Although the novel growth model assumed that social 
networks obey the scale-free property, most of these real 
world networks do not follow the power law (see Equation 
7). Among the social networks used in this study, degree 
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distributions of Superuser and Askubuntu follow the power 
law with the exponent of γ =  2.1 . However, degree 
distributions of Mathoverflow and Slashdot follow the 
power law with the exponents less than two 
(γ = 1.7 and γ = 1.9) . In Stackoverflow and CollegeMsg 
networks the power law exponents are 3.1 and 3.9 
respectively. Typically, the γ of scale-free networks lies in 
between 2 and 3. The γ  value of four above real-world 
networks stay outside the typical range, which mean that 
those networks are not typical scale-free networks. 
According to the Figure 2, the fraction of higher node 
degrees (1000 ≤ degree)  are much higher in Askubuntu, 
Math overflow, Stackoverflow and Superuser networks. It 
reflects the fact that those networks are growing around the 
higher degree nodes. Thus, the growth mechanisms of those 
networks might not fully explained by the power low 
assumption but still TPA growth model performs better than 
PA growth model. 

Activeness of a node reflects by its interactions with its 
neighbors. Frequent and recent interactions make the node 
active. If the node is active then it should make two-way 
interactions with its neighbors. Otherwise, if the interactions 
are one-way, which means neighbors to node then the 
activeness of the node is questionable. In other words, the 
neighbors interact with the node but the node is not 
interacting with any of its neighbors. In this case, the node 
cannot be regarded as an active node. The present research 
considered both one-way and two-way interactions make 
the node active. However, it is required to investigate the 
one-way interactions and two- way interactions separately 
because in the one-way case only the edge is active but the 
node might not active. Therefore, it requires thorough 
investigation about different types of interactions to 
understand the insights of activeness. 

Although TPA shows its own limitations, it shows better 
performance in link prediction compared to PA.  Specially, 
TPA shows impressive performance over the temporal 
social networks.  In fact, TPA is an effective non-parametric 
model which can be used to model the temporal social 
networks as well for link prediction. 
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Abstract - Using scenario transformation methodology, 
we identified four scenarios that indicated a lack of trusted 
parties to sell harvest has forced smallholder farmers to sell 
the harvest to brokers who often collect the harvest at the 
farm gate at the lowest possible prices and sell in the market 
for large profits. As blockchain smart contracts provide a 
mechanism to reduce risk and establish trust between 
unknown trading partners, we transformed these into a 
scenario that establishes trust between farmer and unknown 
broker using smart contracts, generating a trust-enabled 
market. This scenario enables farmers to search for the 
optimum farm-gate price without relying on known brokers. 
The scenario is further enhanced to enable a Many-one-Many 
market linkage, facilitating automatic aggregated marketing. 
The paper presents the functional prototype of the scenario, 
explaining the functionality of the transformed system.  

Keywords – aggregated market, blockchain, farmer 
linkage, smart contracts, trust  

I. INTRODUCTION 

Of the 570 million farms around the world, 90% of 
them are considered smallholder farms [1]. 1.5 billion 
people around the world depend on smallholder agriculture 
for their livelihood and 75% out of that are the world’s 
poorest people who live in developing economies [2]. They 
receive only one-third to one-half of the final price for their 
produce [3] [4] [5]. Although there is a possibility of 
getting a better price, if the harvest is taken to distant 
markets, due to cost and lack of storage and transport 
facilities, rural farmers often sell their produce to a middle 
man who generates higher profits by procuring harvest at 
the lowest possible prices. Even though farmers manage to 
transport the produce to distance markets, they may not be 
able to compete with dominating larger traders and auction-
based sales [6]. 

A survey carried out in a developing country, Sri 
Lanka, reveals that while some farmers sell their harvest 
directly in the market, where selling price changes 
vigorously, 90% of farmers depend on a middle person or 
a shopkeeper to sell their harvest [7]. Similarly, in India, 
fruit and vegetable farmers mainly rely on middlemen who 
control the market although do not add much value, to sell 
their produce. Middlemen receive 50% to 71% of the price 
difference between farm-gate price and resale price [3]. 
Fafchamps and Hill (2005) affirm that Ugandan farmers 
tend to sell their produce in the market particularly when 
the market is close or the quantity of harvest is high, despite 
the less lucrative farm-gate prices [8]. A survey from 
Turkey reports that farmers have less bargaining power 

when it comes to selling the harvest due to the absence of 
apparent competition between commission agents [9]. 
Farmers from Perth, Australia have a major concern about 
the deductions done and margins received by the market 
agents [10]. Thus, the unavailability of organized markets 
and lack of buyers can be considered as some of the 
foremost reasons for less productive farm-gate prices, 
leading to poverty-stricken lives for smallholder farmers. 

Muamba (2011) states that transformation of farmers’ 
economic status from subsistent or semi-subsistent stage to 
specialized farmers who produce crops that have a 
comparative advantage, targeting their products to 
regional, national, and international markets, can be 
promoted by greater market participation [11]. Wealth 
stimulation can occur among farmers who have the 
potential to overcome the production constraints and the 
costs of market participation [12]. There are distinct types 
of markets associated with agriculture. The spot market is 
characterized by fewer barriers to entry, high transactions 
costs, and low returns.  The contract productions to a 
known buyer for relatively undifferentiated crops are 
distinguished by potential barriers to entry, moderate risk 
of financial loss, and low transactions costs. The contract 
production to a known buyer for quality differentiated 
crops is similar to the former with a higher potential of 
financial returns as well as risks [12]. 

High marketing and transaction costs restrict 
smallholder farmers from market participation [3, 13]. 
Transaction costs can be classified into observable 
(pecuniary) and unobservable (non-pecuniary) transactions 
costs [14]. Observable transaction costs are visible when an 
economic exchange takes place such as transport, handling, 
packaging, storage, and spoilage. Unobservable transaction 
costs include information costs, negotiation costs, and 
monitoring costs [14].  Information Management Systems 
as an intervention approach have reported positive impacts 
in improving farmer’s market participation and receiving 
higher farm-gate prices while lessening negative impacts 
[15] [16]. On the contrary, previous research reveals that 
there is no significant impact generated by the information 
intervention if markets are segmented [17] and the farmers 
have limited options to transport the harvest to the market 
[4] [17]. Thus, they are forced to sell to local middlemen. 
Research suggests encouraging farmers and new buyers 
into agribusiness because the limited competition for 
farmer’s produce is the fundamental cause of lower farm-
gate prices [4].
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When new buyers enter into agribusiness, concomitant 
transaction costs arise in the form of information costs and 
negotiation costs from the farmer’s perspective. While 
providing access to market information can result in 
reducing transaction costs, leading to higher market 
participation, facilitating the establishment of trust between 
farmers and buyers, targeting a trustworthy buyer-seller 
relationship can promote farmer’s participation in markets 
[18]. Sako (1992) states that a smooth trading relationship 
requires contractual trust, expecting the promises to be 
kept, and competence trust, self-reliance in the trading 
partner’s capability on carrying out the task [19]. 
Blockchain Technology, a distributed ledger platform that 
provides immutable, transparent, cheaper, faster, 
trustworthy, and secure transactions over a network with 
unknown users [20], together with smart contracts, 
executable code that facilitate execution and enforcement 
of the terms of an agreement between untrusted parties 
[21], has the potential of building trust between trading 
partners. 

Thus, this research explores building trustworthy 
market linkages between farmers and buyers to obtain 
better farm-gate prices through enhanced market 
participation based on Blockchain smart contracts. 
Previous research claims that market linkages that support 
collective marketing have the potential of generating 
greater benefits for farmers [22] [23] [24]. Kumarathunga, 
et al (2020) analyses several online commodity market 
platforms, revealing most of them support one-to-one 
market linkages. Although some platforms provide many-
to-one market linkages, this provision is implemented 
manually with the support of field partners who does the 
collection, limiting the scalability of the platforms [25]. 
Accessibility to markets depends on the extent of the 
production [26]. Thus, collectivization into cooperatives, 
self-help groups, or intermediary contracts is inspired due 
to the potential of reducing transaction costs for both 
farmers and the other trading party [13]. Therefore, in this 
paper, we present a functional prototype of a smart 
agricultural commodity market platform that supports 
aggregated marketing while enabling dynamic trust 
between farmers and buyers.  

The remainder of the paper is organized as follows. In 
section II, we describe our research approach, leading to the 
functional prototype of the smart commodity market 
platform in section III and then the discussion in section IV. 
The conclusion is presented in section IV. 

II. RESEARCH APPROACH 

This research is carried out following Design Science 
Research (DSR) methodology, which is a method of 
addressing important unsolved problems in unique or 
innovative ways or solve problems in more effective or 
efficient ways [27].   A good starting point for DSR is 
identifying and representing opportunities and problems in 
an actual environment [28]. Improving the environment by 
introducing novel artifacts and the process of building these 
artifacts is the desire of design science research [29]. 

Thus, to understand the selling mechanisms practiced 
by smallholder farmers, we based our research on Sri 
Lanka, a developing country in the South Asian region. We 
selected the area of Nuwara Eliya, which has the major 
productions of upcountry vegetables such as carrot, beet, 

leek, potato, and cabbage [30]. The distance between 
Nuwara Eliya and the Country’s capital city, Colombo is 
166.4 km.  The manning market in Colombo is the 
wholesale market of fruits and vegetables grown across the 
country while Cargills is a supermarket network distributed 
across the country. Data for our research are gathered 
through discussions with about 30 smallholder farmers 
from different sub-areas: Palagolla, Kandapola, Kuda Oya, 
and Hawa Eliya. While the sub-areas are chosen randomly 
with the heuristic of representing the majority of the 
farming community, farmers are chosen according to the 
farm size, so the selected farmers are smallholders. The 
sample size of smallholder farmers is decided according to 
the Grounded Theory which emphasizes the flexibility of 
deciding the sample size as the research progresses. The 
researcher does the collection and analysis of data 
simultaneously, leading to real-time judgments on whether 
further data collection produces additional or novel 
contributions [31].  The sample size is decided when the 
researcher perceives that theoretical saturation is achieved 
[32].  Thus, the theories derived from the collected data are 
more likely to resemble reality [31]. According to DSR, the 
design cycle is the heart of any research project [28]. We 
chose the Scenario-based design method as the process of 
designing the artifact. 

Scenario-based design is a family of techniques that 
uses to concretely describe how people will use a future 
system to accomplish tasks and activities at an early point 
in the development process rather than defining the system 
operations. A scenario is a story that describes actions and 
events that lead to a consequence. The goals, plans, and 
reactions of the people in the story are described as the 
actions and events [33]. Scenarios emphasize the people 
and their experiences, directing the user-appropriateness of 
the design ideas to the main focus. Design ideas can be 
refined from the feedback of the stakeholders about usage 
possibilities and concerns. Thus, the design will remain 
focused on users’ needs and concerns since the scenario 
describes how the users will use the future system [33]. 
According to the discussions with farmers, we were able to 
develop 4 different scenarios on farmers’ selling 
mechanisms as listed in Table I. The second step is 
analysing the scenarios to derive claims for each scenario, 
identifying the causal relationships. Next, each claim from 
each scenario is further analysed to derive positive and 
negative consequences [33].  The claims and consequences 
derived from the scenarios in Table I are listed in Table II. 
Deriving claims and their positive and negative 
consequences initiate originating some design moves with 
the heuristic of maintaining or even enhancing the positive 
consequences for the actors of the system while minimizing 
or eliminating the negative consequences [33]. Following 
this heuristic led us to perceive that farmers often choose a 
broker or buyer with pre-established trust, although they 
receive money later and the prices are low as illustrated in 
Table III. The level of trust reduces from top to bottom in 
the table. Thus, the process revealed the first design move 
of a future system. 

• The system requires a mechanism to establish trust 
between farmers and unknown brokers to enable  
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TABLE I. SCENARIOS OF CURRENT SELLING MECHANISMS 

Scenario 1 

Bandara is a 45 years old farmer from Palagolla, Nuwara Eliya. He is a 
member of a farmers’ society and has a farmer code given by the society. 
He grows carrot, leek, beets, and cabbage on his 2 acres’ farm. He sells a 
certain amount of his harvest to Cargills supermarket who transfers the 
payable to a nominated bank account. He sells another certain amount of 
harvest to local brokers who pay within 2 or 3 weeks. Most of his harvest is 
sent to the manning market in Colombo in a truck. The truck driver (Sunil) 
comes to the farm. Bandara loads the harvest to the truck, writes a letter to 
the broker (Chinthaka) in Colombo, including the farmer code and 
quantities of each type of vegetable. Chinthaka decides the rates for each 
vegetable and the payable amount after deducting 2kg of vegetables for each 
50kg bag as wastage. Chinthaka pays the transport charge to Sunil and 
reduces it from the payable amount. Then Chinthaka transfers the payable 
amount to a Bandara’s nominated bank account after reducing a 
commission for selling the harvest from the payable amount. 

Scenario 2 

Nishantha is a 35 years old farmer from Kandapola, Nuwara Eliya. He 
grows carrots and leeks on a 1-acre farm. Nishantha sells his harvest to a 
local broker (Kamal) because Nishantha has trust in Kamal’s paying back. 
In harvesting season, Kamal comes with a group of labours to help him with 
harvesting, but Nishantha does not have to pay for them. Kamal pays them. 
Nishantha and Kamal agree with a rate for the harvest, usually less than the 
rate in the Nuwara Eliya Dedicated Economic Centre. Nishantha does not 
know the rate Kamal sells. Usually, Kamal pays Nishantha within 2 or 3 
weeks.  

Scenario 3 

Kalum is a 40 years old farmer from Kuda Oya, Nuwara Eliya. He grows 
leeks, carrots, and radishes on his ½ acres farm. He sells his harvest to a 
local broker (Namal) who pays Kalum within 2 or 3 weeks at an agreed rate. 
Sometimes he sells his harvest to an unknown broker for a lower rate 
because the unknown broker pays money on the spot. 

Scenario 4 

Ishan is a 50 years old farmer from Hawa Eliya, Nuwara Eliya. He grows 
carrots and potatoes on his ¾ acres farm. In harvesting season, he makes a 
call to a broker (Nadun) from the Nuwara Eliya Dedicated Economic 
Centre, asks him to collect the harvest, and makes an agreement with the 
rate. Ishan harvests the potato and makes them ready for selling. But Nadun 
harvests carrots with the help of his labours. Nadun transports them to the 
centre.  After 2 or 3 weeks, Nadun transfers the payable amount to Ishan’s 
nominated account. 

farmers to choose any broker who offers comparative rates 
without relying on known brokers. 

Next, we realised that the quantities produced by these 
farmers are little due to the small extent of the farmlands, 
thus the cumulative of both observable and unobservable 
transaction costs can result in lower margins for marginal 
and small scale farmers. However, research has 
demonstrated that trading collectively has the potential of 
reducing transaction costs with better coordination [24], 
leading to higher revenues for farmers [23] from better 
bargaining positions [22]. Thus, the second design move is 
generated to facilitate aggregated marketing. 

• The system requires a mechanism to support a 
market linkage that facilitates aggregated marketing for 
farmers to obtain better rates. 
Both design moves are used to develop the transformed 
scenario. We presented the transformed scenario and the 
conceptual model for an online agricultural commodity 
market platform in a previous conference paper [25]. In this 
paper, we present the modified conceptual model to 
develop a functional prototype for a smart agricultural 
market platform. For simplicity, when explaining the 

market platform, we have used buyer for both buyer and 
broker. 

III. SMART AGRICULTURAL COMMODITY MARKET: 

THE FUNCTIONAL PROTOTYPE 

The modified conceptual model of the smart agricultural 
commodity market platform is illustrated in Fig. 1. It has 5 
major components. 

A. Digital agribusiness ecosystem (DAE) 

Digital Agribusiness Ecosystem, previously known as 
Digital Knowledge Agribusiness Ecosystem [34], consists 
of a database that has quasi-static information about crops, 
pests and diseases, land preparation, and growing and 
harvesting methods. It provides this information as 
actionable information to farmers through mobile apps. 
Two mobile apps called “Govi Nena” and “Gayankisan” 
are already being deployed and used by farmers in Sri 
Lanka and India respectively. When the farmer feeds what 
to grow and when to grow to the system through the mobile 
app, DAE provides a detailed cost of cultivation for each 
crop and crop calendar outlining essential tasks he should 
carry out to optimize yield as well as to manage pests and 
diseases better, leading to optimal output. DAE has the 
capability of predicting the expected harvest and expected 
harvesting date for each crop for each farmer according to 
the season and location [34]. 

B. Web site 

Since DAE is capable of predicting the expected 

harvest for each farmer for each crop, the harvest can be 

aggregated based on geographical proximity, crop type, 

and expected harvesting date. Thus, many farmers can be 

clustered into one group according to the same parameters 

and made available to many buyers, forming Many-one-

Many market linkages between them, enabling aggregated 

marketing. This market linkage is demonstrated in Fig.2. 

While the crops are still in the growing stage, the 

aggregated harvest according to the farmers’ group is made 

available for buyers through the website in advance as 

displayed in Fig. 3. The harvest aggregation can be done 

according to administrative divisions in a country. For 

example, the administrative divisions in Sri Lanka are 

province, district, divisional secretariat division (DS 

Division), and Grama Niladhari division (GN Division – 

the lowest grass-root level division) [35].  Thus, for the 

buyers in Sri Lanka, aggregation can be carried out up to 

the GN division level. The buyers can fill in a bid form in 

the website as in Fig.4, entering the crop type he expects to 

buy, grade, the expected buying period, location, quantity, 

and the offered price. 

C. Mobile app 

Mobile App will be developed as an extension to existing 

apps in the ecosystem. When a buyer submits a bid, the bid 

is sent only to the mobile apps of a certain group of farmers 

as displayed in Fig.5. This filtration is executed against the 

geographical proximity, crop type, and expected harvesting 

date so that the buyer is facilitated with easy coordination 

and collection of the harvest during the harvesting period. 

When a farmer receives the bid, he has three options to 

correspond as displayed in Fig. 6.
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TABLE II. ANALYSING THE FOUR SCENARIOS 

 Claim Consequences 

1 has 2 acres farm - produces small quantities of harvest 

sell the harvest to the Cargills supermarket. + has an agreed price and trust of paying 

- farmer has to do cleaning, grading, and packing  

sends the harvest to manning market in Colombo 

in a truck 

+ gets his money transferred into his bank account 

+ able to discharge his excess productions 

- does not know the rate which the buyer is going to sell his vegetables and the rate he will get 

-  has to agree with any rate the seller decides because the harvest is already given 

 - broker reduces 2kg for each 50kg as wastage. It is 4% of the total value. 

 - transporting the vegetable-packed in a truck increases the wastage 

 - broker reduces a commission for selling the vegetables. 

 - farmer gets a little profit at the end when all deductions are made 

2 

 

Has1 acre farm - produces small quantities of harvest 

sells the harvest to the local buyer + no harvesting cost 

+ no transporting cost 

+ has developed mutual trust between farmer and buyer 

- receives the money within 2 or 3 weeks 

- rates are little less than in the economic centre 

3 

 

has 1/2 acres farm - produces small quantities of harvest 

sells the harvest to a broker 

 

+ gets money on the spot 

+ no need to build trust between the farmer and the buyer 

- rates are low 

4 

 

has 3/4 acres farm - produces small quantities of harvest 

local broker does the carrot harvesting and 

transports them to the economic centre 

+ farmer does not have to bear a cost for harvesting carrot 

+ farmer does not have to pay the transport charge 

+ vegetable that goes to the market is fresh 

+ farmer does not need storage for vegetable 

+ harvesting labours may be experienced in harvesting, so the wastage is little 

sells the harvest to the local broker + has developed trust between farmer and broker 

+ receives money to his bank account 

- receives the money within 2 or 3 weeks 

- rates are little less than the rates in the economic centre 

1) Accept the offer 

If a farmer is pleased with the price offered by the 
buyer, he can accept the bid by entering the amount of 
harvest he expects to sell at that price. The bid has an expiry 
date. Therefore, the farmer can accept it until the expiry 
date. However, if other farmers who received the same 
offer, accept the offer before him, the offer quantity can be 
saturated before the expiry date, supervening the 
expiration. 

2) Provide a counteroffer 

If the farmer is not content with the price, he is 
facilitated with the option of providing a counteroffer, 
entering a new price, and the amount expected to sell at that 
new price. Farmers can choose this option if the bid price 
is very low. In this case, the farmer is supposed to wait for 
the particular buyer’s acceptance or rejection. 

 

3) Reject the offer 

The third option is to reject the offer if the price offered 
is not satisfactory enough. However, the farmer can 
anticipate more bids with different prices since the bids are 
for the expected harvest, not a ready lot.  

When a farmer chooses one of the above three options, 
it is sent to the Contract Negotiator Module. 

D. Contract negotiator module (CNM) 

Contract Negotiator Module (CNM) is a server-side 
software module that maintains the coordination and 
communication between the farmer and buyer. CNM stores 
the bids offered by buyers and responses from the farmer 
in a database. Once an offer is saturated or expired, CNM 
analyses all the responses received from the farmers against 
the buyer’s bid. This analysis can produce one of the 
following two results. 
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1) The amount in total accepted offers = buyer’s 
requirement 

TABLE III. FARMERS’ CHOICE ORDER 

Scenario 1 Scenario 2 Scenario 3 Scenario 4 

Cargills Super 

Market  

(Agreement) 

Local 

Broker 

Local Broker Broker from 

Nuwara Eliya 

Trade Center 

Local Broker  Unknown 

Broker 

 

Manning 

Market in 

Colombo 

   

 

Since the buyer’s requirement is fulfilled, CNM sends 
a notification to the buyer mentioning that his offer has 
been accepted by farmers, and requests his confirmation on 
whether he is intended to continue to the next step of 
establishing a contract. 

2) The amount in total accepted offers < buyer’s 
requirement, but there are some offers from farmers 
with a higher price 

In this case, the CNM sends a notification to the buyer, 
stating that only a portion of his offer is accepted by farmers 
for the offered price. It also mentions that his requirement 
can be fulfilled at a higher price if he accepts the counter 
offers submitted by the farmers.  If the buyer consents to 
the counteroffer price, that price is applicable for all the 
farmers who accepted that offer, not only for the farmer 
who submitted the counteroffer.   

Once the buyer confirms his willingness to continue 
with the purchasing process, the next step is to establish a 
contract between the farmers and buyer. Thus, CNM asks 
each farmer to deposit 10% of the agreed total amount and 
the buyer to deposit 10% of the agreed total amount.  These 
amounts are required as an honor to the contract that will 
be established between them. The buyer will be provided 
three options to pay the balance 90% of the total price 
according to the farmer’s choice: 

● deposit it in the system at the point of establishing the 
contract, so when the harvest is collected, the money is 
sent to the farmer, otherwise sent back to the buyer 

● organize a cash payment at the time of collecting the 
harvest 

● pay 3 days/ 1 week/ 2 weeks after collecting harvest 
(this depends on the buyer’s rapport) – this can be done 
directly or through the system 

The buyer and the farmers can do the deposit in the 
form of fiat money either via mobile money or e-banking. 
Once the deposits are done, the amount is converted into a 
unique type of cryptocurrency and sent into a blockchain 

network along with farmer’s and buyer’s data to establish a 

contract in the form of a smart contract.  When the expected 
buying period approaches, the CNM requests confirmation 
from both parties whether the harvest delivery is 
performed, before sending an invoke message to the 
blockchain platform to execute the smart contract to 
transfer the money accordingly. When the smart contract is 
executed, the cryptocurrency is converted into fiat money 
and transferred to the relevant financial account: mobile 
money account or bank account. 

 

Fig.1. Conceptual model of the proposed platform 

 

 

 

 

 

 

 

 

 

Fig. 2. Many-one-many market linkage 

All the transactions are stored in a database to produce 
ratings and rankings for both farmers and buyers according 
to their behavior of honoring the contracts. The rank of the 
buyer or farmer will be calculated according to the number 
of successful transactions and the total number of contracts, 
while the rating is established according to the reviews 
received. When a farmer receives the offer, he can tap on 
the unique buyer id listed in the offer to see the buyer’s rank 
and the ratings received from previous transactions. 
Similarly, when the buyer receives acceptance from a 
farmer, he can tap on the farmer’s unique id to view the 
farmer’s rank and ratings. This feature generates the 
possibility of establishing online trust between farmers and 
buyers. 

E. Blockchain network 

A Blockchain network is integrated into this platform 

to facilitate the process of contract establishment. When it 

receives a deploy message from CNM with the required 

data: farmer’s data, buyer’s data, the amount of 

cryptocurrency sent by both farmer and buyer, crop type, 

grade, expected harvesting period, agreed price, and 

amount of harvest for the particular crop, it deploys a new 

smart contract. Once it receives an invoke message from 

the CNM, it releases the cryptocurrency stored in the 

particular smart contract’s account and let the CNM aware 

that the smart contract is executed. 

IV. DISCUSSION 

According to the scenarios derived from the 

discussions with farmers, we observed that farmers are in a 

trust bubble with a small number of brokers. They prefer 

selling the harvest to a known broker even at a lower price 

due to pre-established trust of getting paid although they 

receive money after 2/3 weeks. However, as farmers do not 

step out of their trust bubble, they miss the opportunity of
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Fig 3. User interface for logged in buyers 

 

 
Fig 4. Bidding form 
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Fig. 5 (a). Received offers for the farmer 

 

selling their harvest at a competitive price to an unknown 

broker. They do spot selling to unknown brokers only when 

they need instant money because on-the-spot buying 

brokers attempt to procure at the lowest possible price 

targeting higher margins. These findings correlate with 

research done by Batt (2003) among farmers in Perth, 

Australia. The researcher states that although farmers 

expected to transact with a market agent who offers the 

highest price, the highest price does not assure being paid. 

He further declares that farmers are paid after 14-21 days 

once the goods are received by the market agent [10].   
The proposed smart agricultural commodity market 

platform provides a strategy for farmers to step out from 
their trust bubble for better price determination. While they 
receive a competitive price for their produce as a reward, 
they confront the risk of not being paid since the broker is 
now unknown, and there is no pre-established trust.  To 
mitigate this risk and build trust, the proposed platform 
generates a Blockchain smart contract which executes by 
itself when the predefined terms are met. Thus, farmers can 
choose any broker who offers better rates. Once a broker 
agrees to buy harvest from the farmer at a specific rate, they 
can enter into a contract with agreed terms. The contract 
will ensure the payment is transferred to the farmer 
according to contract terms. Thus, this enables farmers to 
select any broker, guaranteeing an optimal price while 
assuring payments because the smart contract deployed on 
Blockchain is secure from vagaries from both farmer and 
the broker. The 10% deposit is proposed to compensate the 

victim party if the other party did not follow the contract 
conditions. 

Therefore, the static relationship between farmer and 
the known broker has transformed into a trust-enabled 
dynamic relationship between farmer and unknown broker 
 

 
Fig. 5 (b). The three option farmer gets 

 

since farmers are not bound to sell their harvest only to 
known brokers. 

While eliminating the middleman and selling the 
harvest directly to buyers seems to be effective in reducing 
costs and getting better prices, transportation, storage cost, 
and wastage can negate these benefits. Besides, the 
middlemen can lose their source of revenue. Therefore, 
facilitating a dynamic trust-enabled relationship between 
farmer and broker is preferably more realistic for 
underprivileged farmers with no transportation or storage 
facilities, maintaining the existing nature of their 
agribusiness while increasing the number of brokers that a 
farmer can choose. While the existence of multiple brokers 
in the system can influence the farm-gate prices, it also 
eliminates the vulnerability of farmers, who have limited 
outside options, being abandoned by brokers. If brokers 
relinquish their business in some rural regions, farm-gate 
prices tend to decline dramatically as farmers have to adapt 
to available options. However, the exit of few brokers will 
not affect farmers since the platform facilitates farmers to 
choose any broker/buyer who offers comparative rates. 
Furthermore, the farmers will not have to rely only on 
brokers if they possess a transport advantage since the 
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trading can occur directly between farmer and buyer, 
eliminating the middleman. This feature also can lead to 
generating higher profits for farmers with better prices. 

Following features are supported in the platform 

generating benefits not only for the farmer but also for the 

broker. 

 

● forming automatic farmer groups enabling many-one-
many market linkages, facilitating aggregated 
marketing 

Thus, the farmer is enabled to achieve better prices 
with high bargaining power and low transaction costs, 
while provided access to bigger markets, enabling them to 
target regional, national, or international markets. 
Meanwhile, the buyer can collect the harvest with the least 
transaction costs due to better coordination between them. 

 

● establishing contracts between farmer and buyer in 
advance in the form of smart contracts, reducing 
contract establishment costs 

 
With an established contract, the farmer has an option 

to secure trade with a buyer who offers better rates, even 
the crop is still in the growing stage to reduce future market 
risks. Similarly, the buyer gets to secure a business 
opportunity. The pre-harvest and post-harvest wastage are 
minimized due to enhanced coordination with prior 
knowledge of buying period.  

 

● enabling dynamic trust through blockchain smart 
contracts and rating and ranking system 

The farmer is empowered to choose any buyer with 
comparative rates without relying on the known brokers 
from his trust bubble due to the dynamic trust enabled by 
the system. The rating and ranking system along with 
blockchain smart contracts contributes to building trust and 
reducing the risk of not getting paid. Since both parties 
deposit 10% of the total agreed amount as an assurance to 
honour the contract, in a case of breaching the contract, the 
victim is paid that deposit. Thus, the loss is minimized. 

● Empowering both farmer and buyer to manage risks 
through disaggregation and aggregation 
 

The farmer can disaggregate his production according to 
the grades and sell to different buyers at different prices. 
This process has the potential of reducing the overall risks 
by breaking down the risk into several parts since there is 
less probability for all the buyers to act unfaithfully at once. 
Similarly, from the buyer’s perspective, he is enabled to 
aggregate the harvest from several farmers according to his 
requirement. Thus, risks are disaggregated in the cases of 
contract breaching from the farmer’s side.   
 

● facilitating buyers to pay the balance of 90% of the 
total agreed amount in three options 
 
Since the buyers are getting three options to pay the 

balance, they can manage their finances according to their 
financial status. 

Since a survey done in Sri Lanka reveals that 90% of 
farmers depend on brokers or shop keepers to sell their 

harvest [7], we can reach an implication that the developed 
scenarios represent the majority of the farming community 
in Sri Lanka. According to MEAS 2014 report, the most 
accessible market for the majority of smallholder farmers 
in developing countries is the informal market where the 
price is discovered through arbitrary combinations of 
supply and demand, trader cartels, and customer loyalties 
for a particular buyer. However, 80-90% of agricultural 
products are traded in such informal markets, including 
farm gate sales, roadside sales, village markets, rural 
assembly markets, and urban wholesale and retail market 
sales [2].  All the harvest sales in the 4 scenarios we 
developed can be positioned in one of the above-mentioned 
informal markets. Thus, it enables the generalisation of the 
proposed commodity market platform for different types of 
crops in different areas, not only for Sri Lanka but also for 
other developing countries in the future. During this 
generalisation phase, there will be a step to identify the 
administrative divisions for the particular country to 
effectuate the farmer groups and production aggregation 
according to geographical proximity. 

Although this is still in the functional prototype stage, 
we compared the proposed commodity market with 
existing blockchain-enabled markets for agricultural 
commodities with similar approaches. Liao, et al (2020) 
have presented an integrated market platform for contract 
production called BeIMP, targeting small-scale farmers 
[36]. One of the main differences between BeIMP and the 
proposed commodity market platform in this paper is the 
market linkages supported by both markets. While BeIMP 
supports one-to-one market linkage between farmers and 
buyers, the proposed market supports Many-one-Many 
market linkages, enabling aggregated marketing. A 
decentralized agricultural platform called KHET is being 
proposed to encapsulate the whole agricultural process, 
eliminating all the intermediaries from land renting to 
harvest selling.  The markets in the KHET platform 
establish pre-contracts with farmers to buy farmer’s 
produce [37]. Thus, KHET does not support aggregated 
marketing for farmers. A Community Supported 
Agriculture (CSA) model is proposed in the context of 
Vietnam, targeting small and tiny businesses. In this model, 
the end consumer directly pays the farmer in advance, 
sharing the risk with the farmer. However, this model has 
integrated blockchain for traceability option only and 
farmers do not have access to bigger markets through 
aggregated marketing [38]. Therefore, the proposed 
commodity market platform is distinguished from markets 
with similar approaches due to the aggregated marketing 
feature. 

However, there is a possibility that farmers do not 
honour the contracts due to reasons beyond their control 
such as natural disasters and scarcity of Agri inputs. In such 
cases, farmers have to face the loss from both the harvest 
loss and the deposit loss due to the nature of the contract 
established. Thus, in the future, we expect to integrate the 
system with harvest insurance providers to ensure that the 
farmer is secured from such massive losses. 

The initial proof-of-concept prototype of the market is 
developed as a website using HTML, CSS, and Typescript 
in frontend and node.js and MySQL in the backend. The 
prototype is evaluated to test the feasibility with the 
participation of experts in the Agri industry. According to 
DSR, generated design alternatives must evaluate against 
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the requirements until a satisfactory design is achieved 
[29].  Thus, based on the feedback from the experts from 
the Agri industry, the second prototype is decided to be 
developed as a mobile application, instead of a website. 
Furthermore, the feasibility of farmers paying 10% of the 
total agreed amount as an honour to the contract will be 
evaluated with the implementation of the second prototype. 

V. CONCLUSION 

High transaction costs, poor physical and institutional 
infrastructure, absence of market information, and 
insufficient markets inhibit smallholder farmers from 
market participation. We perceived that due to a lack of 
trusted buyers, farmers often choose the same brokers with 
pre-established trust although the rates they offer are low 
and receive money after 2/3 weeks. They sell the harvest to 
unknown brokers only if they receive money on the spot 
due to the risk of not getting paid and lack of trust.  Thus, 
we present a functional prototype that supports a strategy 
to transform the static trust between farmers and known 
brokers into dynamic trust between farmers and unknown 
buyers. The prototype generates more options for farmers, 
enabling them to choose any buyer with comparative rates, 
generating competition among buyers that lead to better 
prices for farmers’ harvest. Furthermore, supporting 
aggregated marketing through Many-one-Many market 
linkages results in reducing transaction costs for both 
farmer and buyer, facilitating farmers to generate higher 
profits with greater bargaining position. Thus, the proposed 
smart agricultural commodity market has the potential of 
uplifting the economic status of smallholder farmers, 
enabling them to receive better prices while reducing the 
transaction costs in market participation. Once the validity 
and feasibility is tested, the implementation of this platform 
will contribute to alleviating poverty among smallholder 
farmers and uplift their livelihoods. 
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Abstract - This paper presents an approach to detect 
traffic signs using You Only Look Once version 4 (YOLOv4) 
model. The traffic sign detection and recognition system 
(TSDR) play an essential role in the intelligent transportation 
system (ITS).  TSDR can be utilized for driver assistance and, 
eventually, driverless cars to reduce accidents. When driving 
an automobile, the driver's attention is usually drawn to the 
road. On the other hand, most traffic signs are situated on the 
side of the road, which may have contributed to the collision. 
TSDR allows drivers to view traffic sign information without 
having to divert their attention. Due to the existence of a large 
background, clutter, fluctuating degrees of illumination, 
varying sizes of traffic signs, and changing weather 
conditions, TSDR is an important but difficult process in 
intelligent transport systems. Many efforts have been made to 
find answers to the major issues that they face. The objective 
of this study addresses road traffic sign detection and 
recognition using a technique that initially detects the 
bounding box of a traffic sign. Then the detected traffic sign 
will be recognized for usage in a speeded-up process. Since 
safe driving necessitates real-time traffic sign detection, the 
YOLOv4 network was employed in this research. YOLOv4 
was evaluated on our dataset, which consisted of manual 
annotations to identify 43 distinctive traffic signs classes. It 
was able to achieve an average recognition accuracy of 84.7%. 
Overall, the work adds by presenting a basic yet effective 
model for real-time detection and recognition of traffic signs. 

Keywords - Intelligent Transport systems, Traffic sign 
Detection, YOLOv4 

I. INTRODUCTION  

Traffic Sign Detection and Recognition (TSDR) is a 
critical work because detecting and accurately identifying 
traffic signs can alert drivers and pedestrians to the 
regulations they must observe, reducing the frequency of 
reckless accidents and, in some cases, deaths [1]. Due to 
factors such as different perspectives, degraded/damaged 
or discolored traffic signs, illumination on the traffic sign, 
and motion blur, traffic sign identification and recognition 
is a difficult process. The challenges of detection and 
classification of traffic signs are shown in Figure 1. 

 

 

Fig. 1. Challenges of detecting traffic signs employing different lighting 

conditions, deformed signs, andvariation of illumination 

 

Traditional approaches including Bag of features methods 
and Regional Convolutional Neural Networks were used 
for the detection of traffic signs in the past but were 
discarded due to the poor performances produced by those 
approaches compared with the newer approaches. 

In this paper, we used the You Only Look Once version 
4 (YOLOv4) technique to detect and recognize traffic 
signs. YOLOv4 is a state-of-the-art approach for detecting 
visual objects in a real-time environment. A dense block, a 
dense net, and CSPDarknet53 form the backbone of 
YOLOv4. A YOLOv4 model's neck is made up of feature 
pyramid networks and a spatial pyramid pooling layer. 
Finally, the output is generated by the Dense prediction 
layer. YOLOv4 has dense prediction at layers 139,150 and 
161. These layers contribute directly to the ultimate output 
and their combined results are obtained [2]. 

The remainder of this article is laid out as follows. In 
section II, there are summaries of various methods used in 
previous works related to detection and recognition. The 
perspective on the terminologies used in this work is 
covered in section III. The fourth section is devoted to a 
detailed explanation of the proposed strategies. The 
experimental environment and testing results on traffic sign 
detection and recognition in section V. The suggested 
solution is discussed and concluded with future extensions 
in section VI.  

II. PREVIOUS WORK 

In [3], authors have used a YOLO network to detect and 
identify Vehicles, trucks, pedestrians, traffic signs, and 
traffic lights. Traffic signs were then submitted to a CNN, 
which further categorized them into one of 75 groups. The 
entire solution was built on a pre-trained YOLO v3 model 
for class detection, whereas a CNN was trained from 
scratch and excellent results were displayed on input 
images for the classification. Detected Traffic signs were 
cropped and fed into the CNN for classification. They have 
obtained a classification accuracy of 99.2% for detected 
traffic signs in various weather conditions. The Berkley 
Deep Drive Dataset was used to train the YOLO network. 
The Belgian TS Dataset and the German Traffic Sign 
Recognition Benchmark have been compiled into a single 
large dataset with over 120000 images of traffic signs 
which were then divided into 75 categories. Images were 
augmented by performing Gaussian Blur, Median Filter, 
Max Filter, Min Filter, and some simple image rotations. 
Filtering false expected bounding boxes with coefficients 
less than 0.5 was achieved using the non-max suppression 
algorithm. In this study, they used three CNNs. YOLO v3 
for object detection and localization, another CNN for a 
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vehicle, truck, pedestrian, traffic sign, and traffic light 
classification, and a third CNN for traffic sign classification 
into 75 classes. Using three CNNs has led to the increase in 
computational cost while training the models and during 
realtime object detection. 

In [4], authors have proposed a novel YOLOv3 
architecture. On pictures, real-time detection with mean 
average precision (mAP) exceeding 88% has been 
demonstrated. The model was trained on a broad dataset of 
200 different classes. The testing set consisted of 25% of 
images from the total number of images. As part of the 
image augmentation process, randomized placement of 
narrowly cropped traffic signs was done, as well as 
distortions such as changes to the shape, scale, luminance, 
and contrast on the training photos. YOLOv3 detection was 
based on a publicly accessible implementation based on the 
Darknet network. Weights that were pre-trained on the 
ImageNet database were used as the initial weights for the 
model. The number of filters in YOLOv3 or Tiny YOLO's 
final layer was increased to enable the detection of 200 
classes. The learning rate was set at 0.001 and reduced 
every 15000 iterations, with the input picture size set to 608 
608 pixels. After 10000 repetitions in Tiny YOLO, the 
learning rate was decreased. Both models were trained over 
400 epochs on a machine with two 1080ti GPU. A 
predefined threshold of value 50 was used to calculate 
Intersection over Union. An accuracy(mAP) of 84.1% was 
achieved without using image augmentation and 88.1% 
mAP was obtained by using image augmentation on the 
YOLOv3 model, and an accuracy(mAP) of 72.1% was 
achieved without using image augmentation and 71.3% 
mAP with using image augmentation on the tiny Yolo 
model. Results have proven that when compared to Tiny 
YOLO, YOLOv3 was much more precise. Non-maxima-
suppression algorithm was used to eliminate unwanted 
detections and double bounding boxes. YOLO v3 had a 
lesser number of hidden layers compared to yolo v4. 
Therefore, yolov4 had better detection accuracy. The time 
it took to train a YOLO v3 model was about two weeks. 
Although YOLO models provided greater accuracy and 
real-time performance, the training time complexity was 
significant. 

In [5], authors have introduced a traffic sign 
recognition approach based on deep learning, with the 
primary goal of detecting and classifying circular signs. 
Initially, images were preprocessed to highlight key details 
to increase detection and classification accuracy. Image 
Enhancement, color space conversion from RGB (Red, 
Green, and Blue) to HSV (Hue, Saturation and value) 
image noise filtering using mean and median filters were 
included in Preprocessing stage. The hough transform and 
segmentation were used to detect and locate traffic sign 
regions. Morphological operation Opening was used to 
reduce the noise introduced by segmentation. Finally, deep 
learning was used to classify the detected road traffic signs. 
A basic CNN of lent-architecture was used with two 
convolutional layers with a kernel size of 5×5, step one, and 
ReLU activation function which was able to learn complex 
features, two pooling layers with 2×2 kernel size, and two 
fully connected layers which contained 512 and 128 hidden 
nodes respectively. Finally, there were 43 hidden nodes in 
the output layer. The learning rate was set to 0.0001 at the 
beginning. German Traffic sign Recognition Benchmark 
(GTSRB) was used and the accuracy of detected circular 

symbols was 98.2%. The entire dataset was split into two 
parts, a training set, and a testing set. 90% of the dataset 
was considered as the training set, while the remaining 10% 
was taken as the test set. 

In [6], authors have proposed a method that addressed 
the problems of low detection and recognition accuracy of 
distant, small traffic signs and traffic signs which were 
affected by weather and illumination changes. YOLOv2 
was used in real-time which had a fast-processing speed 
and few false detections to achieve the above goal. RGB 
images were obtained and used as input to the Yolo 
network. 22 convolutional layers and five pooling layers 
were used to build the YOLO v2 network. Each batch on 
the proposed system used a randomly selected image size 
from a selection of five. The YOLO network was used to 
estimate the bounding box and conditional class likelihood 
of each region in the input photos. Various image sizes 
were used to train a model that is resilient to scale shifts. A 
traffic sign dataset of 16 different types of traffic signs and 
7160 annotations were created with an image size of 
1093×615 pixels in JPEG format. The data volume was 
increased in this experiment by conducting high contrast, 
low contrast, noise, and flip horizontal data augmentations, 
which improved the generalization accuracy. Clear 
weather, night, and small objects were used in the test 
dataset which consisted of 123,241 and 140 images, 
respectively. During the test, 16 different kinds of traffic 
signs were discovered. An accuracy of 66.4 % and 60.0% 
was achieved as a result of data augmentation and training 
with various image sizes. 

In [7], using cascade classifiers that were trained on 

HOG features authors have introduced a methodology to 

detect traffic signs. A CNN was used which ensured all 

traffic signs were identified. The CNN model was used to 

decide whether the candidate zone contained any traffic 

signs. The final decision was taken at the final stage of the 

cascade classifier. Image preprocessing was included in the 

HOG feature extraction to convert the image into a 

grayscale image. Then the gamma correction algorithm was 

used to normalize the grayscale image. Gradient 

components and ordinate coordinates were obtained 

separately by using Sobel and other edge detection filters 

with the original image. Cell segmentation and gradient 

histogram calculation was achieved by segmenting the 

image into several cells of the same size and counting the 

cell unit from the histogram. After that, several feature 

vectors were extracted, and cell units were grouped into a 

larger interval and feature vectors were superimposed to 

obtain the HOG features of the interval. Overlapping 

intervals were gathered and merged to get the final HOG 

features. Three convolutional layers, two max-pooling 

layers, and two fully connected layers were used to make 

the CNN model which was proposed in this study. 5×5, 

3×3, and 3×3 filters kernels were used by each 

convolutional layer respectively.300 and 42 nodes were 

present in each fully connected layer.  A CNN was adopted 

to extract object features while HOG-CNN was trained to 

acquire candidate object regions. Weight sharing was not 

performed among the nine regression variables. Therefore, 

bounding boxes of multiple scales were predicted using 

HOG-CNN. The dataset was divided into a training set and 

a testing set where three-fourth of the images in the dataset 
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was used for the training purposes while the remaining was 

used for testing. An accuracy of 90.12% was achieved was 

the detection rate on video. 

III. BACKGROUND 

A. Object detection 

Object detection is the process of locating objects which 

are present in an image and marking the detected object 

coordinates by using a bounding box. Object detection is a 

technique for determining the location of objects in an 

image [8].  

B. Bounding Box prediction 

A bounding box is a method of representing a specific 

part of an image, such as an object within a region of 

interest. A bounding box is a rectangular box that surrounds 

an object. It's usually expressed as an array of coordinate 

pairs, with the first pair corresponding to the x and y-axis 

coordinates in the upper-left corner and the second pair 

corresponding to the x and y axis coordinates in the lower-

right corner [8]. 

C. Intersection over Union 
Intersection over Union is a way of measuring the 

precision of an object detector on a given dataset [9]. The 
Intersection over Union is calculated using the ground-truth 
bounding boxes and the projected bounding boxes from the 
used model [9]. 

D. Non-maximum Suppression 
To reduce redundant bounding boxes of an object, 

many object detection systems employ the non-maximum 
suppression processing approach. When non-maximum 
suppression is utilized, the number of detections in a frame 
is limited to the total number of objects [10]. 

E. You Only Look Once (YOLO) 
“You only look once” (YOLO) is an object detection 

system that uses a deep neural network as its foundation 
andis designed to detect general objects quickly and 
accurately. The YOLO detector has excellent detection 
efficiency and a short detection time. At the same time, it 
generates various anchor boxes and confidence scores for 
those boxes [5]. During training, YOLO considers the 
whole image, allowing it to consider contextual details 
about objects. YOLO breaks the input image into square 
grids and then estimates how many bounding boxes each 
grid will have. A confidence level is calculated for each 
bounding box to determine the likelihood that it contains an 
object. The object's class is then estimated using a 
conditional class likelihood for each grid containing an 
object. During testing, conditional class probabilities and 
box confidences are combined to convey the chance of a 
class existing in the box as well as the accuracy with which 
the box fits the object [5]. There are multiple versions of 
YOLO. 

• YOLOv1 [11] comprised two fully connected 

layers for likelihood prediction and 24 

convolutional layers for extracting features.  

• YOLOv2 [12] had the potential to train on large 

datasets and detect small objects with greater 

accuracy.  

• YOLOv3 [13] architecture had 106 layers 

including residual blocks, skip connections, and 

upsampling, which had a slower detection speed 

compared with the other versions. YOLOv3 

detects at three distinct scales and from three 

separate network places, as well as a larger 

number of border boxes [5]. A simpler variant, 

known as Tiny YOLO, with a total of 22 layers, 

can be used for faster detection at the expense of 

lower detection accuracy [5]. Previous studies 

used YOLOv3 models, which had a lower 

detection rate, a larger computational cost, and a 

lower real-time performance. 

• YOLOv4 [2] is an object detector that can be 
trained with a smaller mini-batch scale on a single 
GPU. This allows a single GPU to train an 
extremely fast and reliable object detector. 

IV. METHODOLOGY 

First, we manually labeled the dataset that was utilized 
to train the YOLOv4 detector for this study using the 
labeling image annotation tool and uploaded it to Google 
Drive. Next, a YOLOv4 model was trained on Google 
collaborators using the annotated dataset. The RGB images 
in our annotated dataset were not subjected to any form of 
preprocessing during model training. This model generates 
cropped photos of identified traffic signs, which are saved 
to Google Drive. The model was trained for 10000 epochs 
and achieved an average accuracy of 84.7%.  

 
Fig. 2. The architecture of the YOLOv4 network 

 

YOLOv4 considers the entire image during training, 
allowing it to consider contextual characteristics about 
objects. YOLOv4 divides the source image into rectangular 
grids and calculates the number of bounding boxes in each 
grid. For each bounding box, a confidence level is 
calculated to evaluate the possibility that it contains an 
item. For each grid containing an item, the object's class is 
then estimated using a conditional class probability. 
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Conditional class probabilities and box confidences are 
combined during testing to encode both the likelihood of a 
class being in the box and how well the box matches the 
object [5]. 

The overall framework of YOLOv4 is illustrated in 
Figure 2. The backbone architecture was used to describe 
the feature extraction architecture. YOLOv4's backbone 
was CSPDarknet53. A Dense block in the YOLOv4 
backbone features multiple convolution layers, each of 
which has batch normalization, ReLU, and convolution. 
Dense Net is made up of many dense blocks connected by 
convolution and pooling layers in the middle. The Dense 
Block's input feature maps are separated into two parts by 
Cross-Stage-Partial connections (CSP), one of which will 
travel through a block of convolutions and the other will 
not. Following that, the outcomes are combined. This 
approach is used in the CSPDarknet53 backbone design. 

 

FPN is a prominent methodology for producing object 
detection predictions at several scale levels. FPN up 
samples the preceding top-down stream and adds it with the 
adjoining layer of the bottom-up stream when producing 
predictions for a certain scale. Figure 3 shows how 
YOLOv4 uses feature pyramids to detect traffic signs at 
different scales. The output is passed through a 33% 
convolution filter to reduce upsampling artifacts and 
crevices [5]. Spatial Attention Module (SAM), Path 
Aggregation Network (PAN), and Spatial pyramid pooling 
layer (SPP) are implemented or replaced with the FPN 
approach in YOLOv4. Maximum and average pools are 
applied to input feature maps individually in SAM to 
produce two sets of feature maps. To produce spatial 
attention, the feature maps are sent into a convolution layer 
followed by a sigmoid function. This method is used to 
gather data and improve accuracy. The preceding layer's 
input is used by each subsequent layer.  

V. EEXPERIMENTAL SETUP  

 We examine the performance of our proposed 

YOLOv4 model for traffic sign detection and experimental 

findings using a set of calculated parameters and a dataset. 

The model was tested on 43 different traffic sign classes to 

gather all of the dat 

A. Dataset 

The YOLOv4 model was trained and tested using our 
dataset [14], which was manually annotated. It was 
separated into a train set of 835 images with 1393 
annotations and a test set of 133 images with 225 
annotations, with a total of 968 images and 1618 
annotations. Figure 4 illustrates several examples of our 
dataset's images. 

B. Google Colab 

Google Colaboratory is a cloud-based tool that mimics 
the functionality of Jupyter Notebooks. Colab requires no 
setup and offers unrestricted access to computing 
resources.  

C. Darknet repository 

The model is trained by using the Darknet framework 
from AlexeyAB's repository. Darknet is a C and CUDA-
based open-source neural network framework. It is easy to 

set up and supports both CPU and GPU computing. GPU 
backend was used to train the model. 

D. Parameter calculation 

Darknet repository was configured to match a batch size 
of 64 and 16 subdivisions. The learning rate was set to 
0.001. The width and height of input images were set to 
416×416. This YOLO v4 model consists of 161 layers 
which give detections at layers 139, 150, and 161. Max 
batches, Steps, and Filters used in this YOLOv4 model are 
given in equations (1), (2), and (3) respectively. 

Max batches = number of Classes × 2000     (1) 

Steps= from (80% of max batches) to (90% of max batches)    (2) 

Filters = (number of classes + 5) × 3      (3) 

E. Testing results 

Precision, mean average precision and Intersection over 

Union were computed using the equations (4), (5), and (6). 

 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑙𝑎𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
    (4) 

 

𝑀𝑒𝑎𝑛 𝐴𝑣𝑒𝑎𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
1

𝑛
∑ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐾)𝐾=𝑛

𝐾=1           (5) 

 

    𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑜𝑣𝑒𝑟 𝑈𝑛𝑖𝑜𝑛 =
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑂𝑣𝑒𝑟𝑙𝑎𝑝

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑈𝑛𝑖𝑜𝑛
              (6) 

In this study, the overall average accuracy of detection 

and recognition of the traffic sign over the test set for 

various situations was 84.7%. Detection and recognition 

accuracy achieved for each distinctive class is illustrated in 

Figure 5. 

VI. CONCLUSION AND FUTURE EXTENSION 

Because it was trained on Google Colab, the YOLOv4 

model, which was used for traffic sign detection and 

recognition, was discovered to have a comparatively higher 

level of accuracy while saving a substantial amount of 

computing cost and time. The 161 layers in YOLOv4 

contribute directly to the improved accuracy over prior 

YOLO versions. Higher results may have been obtained if 

the model had been trained on a larger number of epochs 

and images, as this results in a greater range of image 

contexts and image quality. 18 out of 43 classes got 100% 

accuracy and only two classes such as speed limit 80 and 

road work got less than 50% accuracy. This study was able 

to attain a mean average precision of 84.7 % for 10000 

epochs when it came to concluding its conclusions. Overall, 

this study was able to confirm that YOLOv4 outperforms 

its predecessors in terms of traffic sign detection. It may be 

inferred that the detection works effectively in a range of 

situations, such as distorted input images and lighting 

fluctuations. In the future, the extended work of traffic sign 

recognition to be improved the performance by using 

skipped layer architecture and vocabulary voting technique 

[15].
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Fig. 3. How detections are found in feature pyramid network 

 

 

Fig. 4. Some ample images of our dataset 

 

Fig. 5. Detection accuracy of the YOLOv4 model according to each class 
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Abstract - Foreign exchange rate prediction can be 

considered crucial in today’s world. The exchange rate of a 

country plays a vital role in its economic growth. The Central 

Bank of a country holds the authority in managing the 

exchange rate and its policies. The study predicts the foreign 

exchange rate of American Dollar to Sri Lankan Rupee using 

FbProphet model; a time-series forecasting model developed 

and introduced by Facebook. The daily exchange rate values 

for USD/LKR were obtained and the values are predicted for 

another twenty-four months starting from November 2020. R 

Squared value is calculated to verify the fitting of the model 

and the value is 0.98, which indicates that the model for 

prediction very well fits for the data set used. And further, 

Mean Squared Error and Mean Absolute Error are 

calculated to measure the performance of the model. These 

metric measurements show that the model is appropriate for 

the data set which has been selected for the research study. 

Keywords - exchange rate, FbProphet, forecasting, US 

Dollar 

I. INTRODUCTION 

In today’s world, one of the most important liquid 
markets is the Foreign Exchange (FOREX) markets. The 
relative price between two different currencies is known as 
the exchange rate. It is the value of a money of a country’s 
currency for undertaking international trade for goods, 
finance, and services, being the key to a country’s monetary 
condition. The Central Banks are the monetary authorities 
of a nation which has been granted the power to manage the 
exchange rate as part of its monetary, financial, and 
economic development policies under relevant statutes. 
According to the perspective of macroeconomy, exchange 
rate policy is the key instrument for the mobilization of 
foreign capital and savings in order to fill the resource gaps 
in the domestic and also expand the investments [1]. 

The fluctuations in the exchange rate of a country have 
both favorable and unfavorable effects on the economic 
activities and standard of living of the people due to the 
trade being largely globalized and finance involving the 
exchange of currencies. Generally, appreciation in the 
currency of a country will have benefits, whereas 
depreciation will have the reverse impacts: 

• Downfall in the domestic prices of products which 
are being imported because the import cost will be 
less if the domestic currency value is higher. This 
will result in a lower inflation depending on the 
volume of imports in local consumption and 
manufacturing activities. 

• Reduction in the amount of outstanding foreign 
debt of a country which will lessen the burden of a 
nation’s repayment of foreign debt. 

• An imbalance in the trade of a country may be 
caused due to the increase in the imports as a result 
of lower cost in importing goods, which is 
unfavorable for the country. 

• Another disadvantage is that there will be a 
downfall in the income of exporters which may 
discourage them in exporting products resulting in 
an adverse effect in the export industries. But, if a 
lower inflation prevails in the country, the demand 
for export products in the foreign countries will 
rise balancing the initial reduction in the exporter’s 
income. 

Sri Lanka maintains a healthy relationship with several 
foreign countries, as a result of which it receives more 
foreign exchanges. The American Dollar (US Dollar) is the 
common currency used by both the government and 
monetary policy makers of Sri Lanka. The transaction price 
of an US Dollar in the year 1970 was Rs. 5.95 Sri Lankan 
Rupees (LKR), which, after two decades, increased to Rs. 
40 LKR [2]. Similarly, in the year 2020, the price has been 
elevated to Rs.180.76 LKR. In the economic point of view, 
the exchange rate is generally ascertained by the demand 
and the supply curve of the exchange rate which is much 
similar to the common commodity market system. The 
relative commodity price, inflation rate and interest rate are 
the main factors which influence on the exchange rate. It is 
also notable that the higher the exchange rate is the higher 
the promotion of economic growth of a nation. 

This study attempts to forecast the exchange rates of 
USD/LKR for the next 24 months from November 2020 
which would be useful for making economic decisions, 
using FbProphet model. The reminder of the paper is as 
follows. Section 2 of the paper is a literature review on the 
technologies adopted by researchers to predict the exchange 
rate of currency. Section 3 and 4 describes the methodology 
adopted to predict the USD/LKR exchange rate for this 
study and the results obtained from the model. Finally, 
section 5 concludes the study on time series forecasting of 
foreign exchange rate of USD/LKR. 

II. LITERATURE REVIEW 

According to the study conducted by [3] on designing 
and developing an algorithm to predict fluctuation of 
currency rates, the key purpose of the study was to compare 
the precision of three models: Autoregressive Integrated 
Moving Average (ARIMA), Artificial Neural Networks 
(ANN) and Vector Support Machines (SVM). The import, 
export and USD currency exchange series for LKR data 
were chosen for training the data. It was possible to see that 
the SVM forecast performed better than other models after 
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training the data set and comparing each algorithm. Also, 
from the study it has been understood that the merging of 
SVM and SVR models has further strengthened the 
algorithm that can predict the fluctuations of the currency 
rates. 

On another study by [4], the research is conducted 
using the Artificial Neural Network models to make multi-
step forecasts of the Sri Lankan Rupee foreign exchange 
rate against three international currencies, to test the 
accuracy of these models and where present, to identify 
deficiencies. Basic Recurrent Neural Network, Multi-Layer 
Perceptron, Long-Term Memory, Gated Recurrent Unit and 
Convolutional Neural Network Architectures were the 
algorithms that are used for this study. With the exception 
of a few Gated Recurrent Unit models, many simulations 
have been able to forecast 10-day forward exchange rates 
with a greater degree of accuracy. The final output of the 
study showed that among the other algorithms, the Basic 
Recurrent Neural Networks with a single input layer, a 
hidden layer, a flattened layer, and an output layer is the best 
one to make the predictions. 

A research had been conducted by [5] which aimed at 
comparing the forecast accuracy of the most widely used 
algorithms and to identify the more accurate one for 
forecasting Sri Lankan Rupees' daily exchange rates against 
the Euro and Yen. The NAR model (Nonlinear Auto 
Regressive Neural Network) with SCG learning and SVR 
model with Gaussian function were employed in the study 
conducted to make the forecasts. And the results of the 
study showed that SVR model outputted better predictions 
than ANN models. 

Besides these, there is also a related work done by [6], 
which studied about the ways that United States US Dollar 
(USD) exchange rate can be predicted against Sri Lankan 
Rupees (LKR) using three different deep learning models, 
namely Long Short-Term Memory (LSTM), the 
Convolutional Neural Network (CNN) and Temporary 
Convolution Network (TCN). The findings of the research 
showed that the CNN model is superior to other models 
when it comes to financial time series prediction. 

On another research by [7], the authors recommended 
a hybrid forecasting model for foreign exchange rate 
forecasting using EMD (Empirical Mode Decomposition) 
and FNN (Feedforward Neural Network) and the concert of 
the model is related with NAR and SVR (support vector 
regression) models. The methodology used EMD with 
several Intrinsic Mode Functions (IMFs) and one residual 
series to break down the original non-linear and non-
stationary chain. In order to estimate the IMF exchange rate 
and the received residual inputs, the hybrid model is then 
used. The analytical results from the study proved that the 
Sri Lanka Rupee Euro and Yen daily exchange rate forecast 
was more accurate with EMD-FNN model. 

The SCG algorithm trained Feedforward Neural 
Network (FFNN) performed better than BPR algorithms 
trained FFNN was put forward by [8] at a study conducted 
to discover a model that can foresee the US dollar with a 
better level of precision compared to Sri Lankan Rupee 
(USD/LKR) using existing neural network models. 

In [9]’s research, GARCH model and the ANN model 
(FFNN model having Backpropagation algorithms) are 
used to compare the accuracy for the predictions of USD to 
LKR exchange rates. With both models, historical stagnated 
findings of the data and average of the other measures were 

utilized as the response variable and the forecasting output 
were analyzed using a variety of popular statistical 
parameter. The findings revealed that ANN model 
performed better when compared to GARCH model. 

Along with these, the research by Lingaraja and his co-
authors [10] focused on long term volatility of Sri Lankan 
LKR against USD with nine other currencies that are 
considered to be emerging in Asian region, that would help 
in supporting financial decision making based on Asia. The 
study conducted used the GARCH model with correlation 
and the test was done based on Granger Causality test. 

The subsequent analyses of USD/LKR exchange rate 
forecasts indicate that numerous Machine Learning models 
and algorithms have been used to forecast exchange rates. 
They include models ranging from various types of the 
Artificial Neural Network (ANN), ARIMA, Support Vector 
Machine (SVM), etc. The related study further shows that 
hybrid techniques have also been pursued in the design of 
the models. And each work offers a promising accuracy 
rating that has prompted this research to pursue a totally 
new paradigm that is distinct from all the other existing 
models, to come up with more successful predictions. 

III. METHODOLOGY 

The USD/LKR exchange rate prediction for the next 
twenty-four months starting from November 2020 is shown 
by the methodology adopted. For some important business 
decisions, such as whether to invest in USD to LKR 
currency pair or whether to purchase or sell USD/LKR pair, 
forecasting is known to be unavoidable. 

A. Installation in Python 

As the initial step, the library for FBProphet model 
need to be installed. FBProphet is available as an open-
source library and based on the choice of programming 
language (Python or R) it can be used. To the study 
conducted, the Python3 is selected and therefore the python 
installation of the corresponding library was done. 

B. Select and prepare data 

Daily exchange rates of United States Dollar (USD) on 
Sri Lankan Rupee (LKR) were selected from the data 
repository of CurrencyConverter [11] for this study. The 
daily exchange rate from 2009-10-07 to 2020-11-22 were 
collected. The USD was selected as the currency to forecast 
the USD/LKR pair since, it is the widely used currency for 
trading and investments with LKR among the other 
currencies of world economy. Therefore, the input to the 
research is the exchange rate data from the timeline 
mentioned above (2009-10-07 to 2020-11-22) and 
provided the input in form of date and exchange rate in 
LKR, the study will forecast the subsequent 24 months. 
The dataset was prepared as a CSV file, having two 
columns, ds and y since the input data frame for FBProphet 
must be in a format that has ds and y columns indicating 
the date and the numeric values. 

C. Exploratory visual analysis 

Data visualization is important in order to understand 
the dataset used for the study. A visual representation of the 
data may, as always, be effective and informative [12]. A 
time series plot for the whole-time frame was generated by 
which the seasonal and abnormal deviations can be shown 
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if data were to be presented for such a prolonged period of 
time (2009 – 2020). 

By plotting the data, the overview and the shape of the 
dataset used was visualized. Under this context, the ability 
to quickly dig into multiple timeline periods to better 
analyze the details and to find visual hints about possible 
patterns, intermittent and unexpected outcomes is 
understood and that is possible with one of the most 
valuable features provided by Plotly. 

The Fig 1 shows how the data set is visualized in terms 
of years and values (exchange rates). In addition, the 
visualization shows that that the data is not fixed with a 
prominent increasing trend. 

 
Fig. 1. Daily Exchange Rates (USD/LKR) from 2009 to 2020 

D. Build the predictive model 

The future predictions for the USD/LKR exchange rates 
are created by the predictive model built. The predictive 
model is developed by using FBProphet which is a time 
series forecasting model implemented by the data scientists 
of Facebook. Prophet is a technique based on an additive 
model for forecasting time series data where non-linear 
trends are consistent with yearly, weekly, and daily 
seasonality, plus holiday outcomes. For time series which 
have strong seasonal effects and a few seasons with 
chronological data, this works well [13]. The Prophet is 
responsive to missing values and generally it is capable of 
handling the outliers. 

Sklearn Machine Learning Model is accompanied by 
FBProphet where the Prophet Class instance is generated 
to its fit and predict methods, as its syntax follows the 
Scikit learn’s train and predicting model. A data frame is 
used as the input to Prophet (consisting of ds and y 
columns). The Prophet object would then be constructed to 
match the model. The algorithm would be able to learn the 
data as a function of the model fit, which can be expanded 
later to a similar type of data. 

Hence, the predictive model has been built by selecting 

the features such as dates and exchange rates. As stated 

already, the ds and y are considered to be the standard input 

format preferred by FBProphet. Here the ds have been 

assigned as the date whereas the y is the exchange rate 

corresponding to each date. Table I shows the input data 

frame that has been used in building the predictive model. 

The input data frame starts from 2009-10-07 and it goes up 

to 2020-11-22. 

For the study conducted, the dataset has not been 

divided into training dataset and test dataset to build the 

prediction model instead the whole data has been used to 

fit the model, which has later given the predictions for the 

exchange rates for future 24 months, i.e. the exchange rate 

up to November 2022. 

 

TABLE I.USD / LKR EXCHANGE RATES (ds and y) 

 
where, 

ds – datestamp, data type is date or datetime 

y – numeric value to predict 

E. General model predictions 

Once the model has been fit and instantiated, the 
predictions will be based on the data frame consisting of the 
future dates. In Prophet those future dates are known by the 
term, period. The USD/LKR exchange rate predictions are 
generated for the upcoming 24 months starting from 
December 2020. The methodology uses the frequency in 
terms of month (Freq = ‘M’) which implies the monthly 
data. Since the forecasted data covers 24 months, (Period = 
24) the comparison can be made in between the actual and 
predicted values and it will be helpful in coming to a 
conclusion as to how well the model forecasts the exchange 
rates. 

 

TABLE II. THE FUTURE DATES FOR FORECASTS (DS) 
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Table II, illustrates the future dates that are been 
selected by tail command to output the last part of the whole 
data frame. Based on those future dates, the predictions are 
generated. 

Similarly, the Table III given below shows the future 
data frame (forecasts) for the USD/LKR exchange rate and 
the results from the full data frame show a quit a lot of data 
in various columns which includes the predictions based on 
trend, seasonality components as well the other additive 
terms. But for each future row, the focus has to be given to 
only few important columns including yhat, yhat_upper and 
yhat_lower. 

yhat – stores the forecast values in this column 

Therefore, such output data frame was generated using 

the appropriate Prophet function and it is shown below in 

Table IV. It consists of the forecasts that are tailed to last 

few months with each future row consisting of ds (date) 

and its resultant yhat, yhat_lower and yhat_upper values. 
 

TABLE III. THE FORECASTS FOR USD/LKR EXCHANGE RATE 

 

 

TABLE IV. THE FORECASTS FOR USD/LKR EXCHANGE RATE WITH 

VARIABLE YHAT, YHAT_LOWER AND YHAT_UPPER 

 

The variable yhat characterizes the exact model 

predictions whereas the two variables yhat_lower and 

yhat_upper represents the lower limit and upper limit for 

the forecast. These two variables are used as measure to 

calculate the yhat values for future dates. Based on this, a 

conclusion can be realized that the forecasts will be stored 

into the yhat column. 
 

F. Plot model predictions 

The model predictions are plotted to clearly 

understand the actual values (original data), the predicted 

values (forecasted data) and forecast errors. The Fig 2 

shows the plotting results where the actual values are 

drawn in black dots, the predicted values in blue lines and 

the blue shaded area showing the error of predictions. The 

plotting leads the way to quickly evaluate the results. The 

model predictions plot also generates a component plot in 

terms of individual components as shown in Fig 3. 

 

Fig. 2.  The original and predicted values for USD/LKR exchange rate 

The trend, weekly and yearly forecast components are 

plotted separately. The component plot is considered to be 

a vital one, as it better illustrates the factors of the forecast 

model. 

From the individual component graph as shown in fig. 

3 below, the conclusion can be made that for trend, Prophet 

has done a good job by showing the increasing pattern for 

USD/LKR exchange rates at the end of 2020. The weekly 

seasonality chart reveals that, the exchange rates are 

highest during the weekdays than that of the weekends. 

And during the annual holiday (December) seasonality the 

table shows a significant fall. 

 

 
Fig. 3.  Individual forecast model components for USD/LKR exchange 

rate 

IV. RESULTS AND DISCUSSION 

Forecasting foreign exchange rate is a complex task 
due to changings in the dynamics of its driving factors. It 
can be predicted by using various methods and this study 
uses FbProphet time series forecasting model. Daily values 
of USD/LKR exchange rates were used from 7th of October 
2009 to 22nd of November 2020. 

The performance of the FbProphet model is evaluated 
using the following metric measurements: 
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A. R squared Score 

R squared is also known as the coefficient of 
determination which indicates how good a model fits for the 
given dataset. It also illustrates the closure of the regression 
line to the actual data value line. The R squared value ranges 
between 0 and 1 where o means that model is not 
appropriate for the given dataset whereas 1 denotes that the 
model perfectly fits with the given data set. 

For the data set provided for the study in this research, 
the R squared value is 0.982 which means that the model 
fits for the exchange rate dataset. 

B. Mean Squared Error (MSE) 

MSE is the average of the square of the difference 
between the original and predicted values of the data. It is 
calculated using the formula given below. 

1

𝑁
 ∑ (𝑎𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒𝑠 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒𝑠)2𝑛

𝑖=0  () 

Where, 

N - total number of observations per rows in the dataset. 

∑ - difference between actual values and predicted values 
for each i value from 1 to n. 

MSE is used to determine the performance of the 
regression model. The MSE value obtained for this study is 
10.31 which means that the model is working efficiently 
with a 90% performance. 

C. Mean Absolute Error (MAE) 

MAE is the difference between the actual values and the 
predicted values. The result is obtained by getting the 
average of the error in each sample data set. The MAE value 
obtained for the dataset to predict foreign exchange rate is 
2.1. 

From the overall metric measurements taken, it can be 
determined that the model very well fits for the data set 
selected for the study and gives an efficient prediction on 
the foreign exchange rate values. 

V. CONCLUSION 

The research analyzed the USD/LKR exchange rate 
time series prediction for the next 24 months, starting in 
December 2020. Instead of making daily projections, the 
monthly estimates are made so that some other decisive 
variables such as volume swings, adjustment in prices, 
business cycles and market segments may also be subjected 
to adjustments. Therefore, it is hoped that such forecasts 
will help the decision-making of the financial quarters 
where reports are archived in a monthly manner. The 
forecasts are crucial factors in evaluating the currency pair's 
long-term future profits. 

The methodology in section 3 reveals that the unique 
design of the real-life research will improve the 
predictability of USD/LKR currency pair that goes through 
heavy fluctuations during certain periods of the year in a 
way by using the enhanced time series forecasting algorithm 
– FBProphet. And in this study, the goal was to evaluate a 
highly accurate architectural model in USD/LKR currencies 
for the Machine Learning to predict the exchange rate. 

The findings of section 4 of the analysis are promising 
since the model suits well with a strong r-squared value. 

This shows that the model has a good impact scale. Related 
to the data collection comprising of the exchange rate of 
USD/LKR for a longer period, the utility of the model is 
improved. 

The numerous methods of data mining for exchange 
rate forecasts are considered from the inspection of past 
studies. It has been shown that the predictive model that is 
been built from FBProphet is very useful in predicting 
USD/LKR exchange rate. 

Further, the model could be compared with the other 
models such as ANN, ARIMA and SARIMA models. The 
comparison study would help in making decisions 
depending on the forecast values obtained from these 
models. Also, this would be useful in the economic growth 
of a nation.  
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Abstract - To encourage sustainable progress, it is 

suggested that in a world connected by virtual platforms, 

modern society should merge big data, artificial intelligence, 

machine learning, information and communication 

technology (ICT), as well as the “Internet of Things” (IoT). 

When real-life problems are considered, the above technology 

processes are essential in solving the issues. Food is an 

essential need of human beings. Food supply has become 

crucial, and it is very important to increase the adequate 

cultivation of plants for large populations due to huge 

population growth. At the same time, farmers are struggling 

with a variety of food plant diseases that significantly affect 

the harvesting and production in agricultural fields. 

Nevertheless, the agricultural productivity of rural areas is 

directly involved with the increase in the economic growth of 

developing countries such as Sri Lanka, India, Myanmar and 

Indonesia. Early identification of crop disease, using a well-

established modern technique, is vital. It necessitates a 

number of processes observing large-scale agricultural fields 

as a disease can infect different parts of the plant such as leaf, 

roots, stem and fruit. Most diseases appear in plant leaves and 

have the potential to spread them all over the field within a 

very short time. This paper reviews several state-of-the-art 

methods that can be used for plant leaf disease recognition 

with a special reference to deep learning based methods. 

Keywords - attention mechanism, Deep Learning, disease 

identification, image processing, Machine Learning 

I. INTRODUCTION 

Most Asian economies are based on agriculture. When 
people enhance food plant productivity, this often results in 
a degradation of agricultural fields due to being ignorant of 
the natural environmental impact on the plantation process. 
Because of crop plant pathogens such as fungus, organism, 
virus, bacterial infections, phytoplasmas, plant disease 
cannot be neglected. Therefore, identification of the crop 
plant disease is the main objective in the agricultural field. 
When a disease arises because of the above pathogens in 
any type of plant systems, it may infect all parts of the 
plant, including its leaves, roots, stems, crowns, tubes, 
flowers, fruits and seeds. Consequently, the identification 
and classification of the disease at an early stage is crucial. 
Direct observation of the field by crop experts is a common 
approach in the detection and identification of crop 
diseases, but this solution is an obsolete method. In 
addition, identifying the disease by monitoring the fields 
by experts will be extremely expensive in the large-scale 
farming industry. To take a better solution, we can analyse 
images of the crop plant leaf disease using image 
processing technology. This may include extracts of the 
feature of the diseased area in terms of colour, texture, 

shape and other appearances from a measurable point of 
view in the plant area. 

According to the level of expertise required, the cost 
of supervision will be high and time-consuming.  A 
solution which uses an image processing technique, will 
assure more benefits in monitoring huge scale agricultural 
fields. Furthermore, this automatic identification of the 
crop disease, by analysing the symptoms of the related 
plant parts, makes the process both simple and economical. 
It will require computer vision to deliver an image-based 
programmed procedure control, the examination process, 
and the automation of robotic supervision. 

Identifying crop diseases in a visual image is a difficult 
task and the accuracy of the identification can also become 
less valuable. This method can be used only in selected 
places. Using an automatic leaf disease identification 
technique will reduce the time and it will be more accurate, 
with less effort. When we consider the food plants, infected 
diseases are generally revealed by brown or yellow spots, 
early and late burn-patches, fungus, bacterial or virus 
diseases. The image processing technique is the way to 
measure the area affected by the disease, or determine the 
colour differences between a good location and the affected 
area. A few methods based on colour identification feature 
and K-means algorithm and threshold values are used for 
the segmentation process and identifying the disease.    

The classification of a digital image process refers to 
the feature extraction information task from raster images. 
The resultant raster from the image classification process 
enables us to make a scale map. Supervised learning and 
unsupervised learning are the primary classification 
methods. Currently, there are a variety of ways to perform 
digital image classification interacting with thresholding 
methods. Most methods depend on colour identification, 
boundary detection, and the segmentation of digital 
images. Machine learning-based methods for crop disease 
identification and classification have become an important 
part of modern developments. Nowadays, most researchers 
tend to use new machine learning-based methods instead 
of traditional methods. 

The main objective of this review is to suggest a better 
deep learning method for the identification and 
classification of plant leaf diseases at an early stage. In 
addition, it aims to compare and contrast the plant disease 
classification technologies with the latest deep learning 
methods, to verify the importance of the dataset of each 
method used, in order to assess the relevance of future 
enhancements for real world scenarios.  

This paper is organized as follows. Section II presents 
a review of related literature. Section III summarizes the 
dataset, the proposed solutions' approach, and potential 
improvements. Section IV compares and contrasts the 
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average accuracy of the different methods in brief. Finally 
concluding remarks are given in Section V. 

II. REVIEW OF TECHNIQUES FOR CROP LEAF DISEASE 

IDENTIFICATION 

An advanced attention mechanism is suggested in the 
paper [1] that successfully operates the informative areas 
of an input image. Also, the method explains the usage of 
transfer learning to construct some fine-grained image 
classification model based on a developed attention 
mechanism. Close-grained detailed image classification is 
an exacting task due to the difficulty in recognizing 
distinguishing features. When the input image is a fully 
represented object, finding a suitable method is not an easy 
task. In this particular classification, the model considers 
visual disturbance such as overlapping and external light. 
To use this model for crop leaf disease identification, it 
should concentrate on the detailed regents of the input 
images.   

The researchers have experimented with transfer 
learning with the convolutional neural network in the 
experiment [2]. The model modified a network layout to 
increase the learning ability of the plant disease 
characteristics. The MobileNet with the squeeze and 
extraction (SE) section was used in this experiment. To 
increase the qualities of both, the pre-trained MobileNet 
and SE section were embedded in the developed network 
called SE-MobileNet. The SE-MobileNet was the model 
used for the identification of paddy leaf diseases. The 
speciality of the model was the double usage of the transfer 
learning technique, which helped in gaining the optimal 
solution. There were two phases in this experiment. The 
first phase was training the SE-MobileNet for the extracted 
layers, and the end of the convolutional layers were stopped 
with the pre-trained shared weights on the ImageNet. The 
second phase was training the SE-MobileNet model using 
the target input dataset.    

A classification and identification technique model 
constructed in [3] can be used in classifying crop leaf 
diseases. In this experiment, before the feature extraction 
process, pre-processes were completed. In the pre-
processing section, all the RGB images were converted into 
grey level images to the next step, which was the feature 
extraction of the input image. The elementary 
morphological functions were applied as the second step on 
the input image. Then, the input image was converted into 
a binary level image. In the next stage, if the pixel value of 
the binary image was zero, the pixel was converted into a 
responsible RGB image value. Finally, using the Naïve-
Bayesian classifier [4], the disease was identified. 

Another novel approach [5] presents for the detection 
and classification of rice leaf viruses. It used K-means 
clustering, multiclass support vector machine (SVM) [6] 
and particle swarm optimization (PSO) [7]. Grey Level Co-
occurrence Matrix (GLCM) was used for the feature 
extraction process. The virus classification was done using 
a Support Vector Machine (SVM) classifier, and the 
recognition of the virus accuracy was enhanced by 
optimizing the data with PSO. The paper [8] The 
performance of 13 CNN models for rice disease detection 
in transfer learning and deep features plus the SVM method 
is evaluated in this work. When compared to other models, 
the statistical analysis findings, deep characteristics of 

resnet50 [9][10] and SVM classification model are 
superior. A comparison of all classification models based 
on CNN and conventional techniques was conducted. 

An interesting model using RGB image acquisition is 
presented in the alternative experiment [11] to detect any 
type of plant disease affected by different agricultural 
crops. Converting the input RGB image format into Hue-
Saturation-Intensity (HSI) format [12] and masking and 
removing the green pixels in the input image makes it 
accessible to the segmentation process, using Otsu's 
method [13]. Then, the texture features were calculated 
using the colour co-occurrence method and finally the 
disease was classified with the Genetic Algorithm [14]. 

The crop disease identification and classification 
process using a convolution neural network is presented in 
the paper [15]. This includes three convolution layers and 
three pooling layers followed by two fully connected 
layers. The results of the experiment clearly show the 
efficiency of the constructed model approach over the pre-
trained models such as VGG16 [16], MobileNet and 
InceptionV3 [17].  

The experiment [18] focused upon the leaf disease 
segmentation and classification of a few plants. Firstly, the 
disease area from the input images was segmented with an 
introduced superpixel cluster-based hybrid neural network. 
Texture, colour and shape were the main features whereby 
input images were classified under different classes. The 
experiment [19] tried to resolve the rough image dataset 
problem. The method initially limited the leaf area by 
applying the colour features of the input image. The 
classification process of the input leaf image depended on 
the structures of discriminatory characteristics. The 
property of the input image features showed a variety of 
patterns in the leaf area. Then, the researchers applied the 
feature discriminable characteristics with the Fisher vector 
in terms of different orders of the diversity of Gaussian 
distribution. In the paper [20], the EfficientNet [21] deep 
learning method experimented with in-crop leaf disease 
identification. The model performance was compared with 
several newly developed deep learning models. To train for 
the purpose, the researchers used the PlantVillage dataset 
in this experiment. The EfficientNet method and other deep 
learning models were trained with the transfer learning 
technique. In the transfer learning technique, each layer in 
the models was set up as trainable. 

III. MATERIALS, METHODS AND PROPOSED 

ENHANCEMENT 

The key components in the domain's reference study 
are the gathering of relevant material and the reviewing of 
the information with a competent analysis. In the first 
stage, the Google Scholar Web Science Indexing Facilities 
performed the keyword-based exploration for journal 
articles and conference papers. Two main search criteria 
were used to search the relevant articles. Those keywords 
were "plant disease classification " and " deep learning 
methods for plant disease identification" respectively. 
Initially, 10 articles were recognized. The selected articles 
were examined individually in the second stage. Key 
questions posed in analysis were: What was the dataset 
used? What were the disease categories in the dataset 
included? What methods were used and what was the level 
of average accuracy of the methodology they selected?  
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Table I shows a brief overview of the selected research 
papers on automatic crop disease identification, and their 
use of materials and methods. It summarizes the dataset, 
the methodology of the proposed solutions and future 
enhancement in the corresponding studies. 

TABLE I. TABULAR LIST OF REFERENCE NUMBER OF REVIEWED 

PAPERS, THEIR METHODOLOGY AND FUTURE ENHANCEMENTS 

A
rt

ic
le

  
 R

ef
. 

 

Dataset Methodology  
Future 

Enhancement  

[1] 

PlantVillage 

public dataset 

 

Transfer learning 

method and the 

NASNetLarge fine-

grained model based 

on attention 

mechanism.  

Train and test the 

model with more 

extensive image 

datasets from various 

geographical regions, 

field conditions, 

image capture modes, 

and multiple sources. 

[2] 

PlantVillage 

dataset and  

 

Fujian 

Institute of 

Subtropical 

Botany 

dataset 

Twice Transfer 

learning and  

a modified deep 

CNN approach used 

the “MobileNet” 

with “Squeeze and 

Excitation” (SE) 

block. 

Researchers want to 

use it on mobile 

devices to track and 

diagnose a variety of 

plant diseases. The 

model applies to other 

similar fields such as 

online defect 

assessment, molecular 

cell recognition, and 

identification of 

location from 

disparate pictures. 

[3] Not specified  

K-means clustering 

[22], Basic 

Morphological 

functions, “Naïve 

Bayesian” classifier, 

“Colour Co-

Occurrence” 

method. 

None 

[5] Not specified 

K-means clustering 

Multiclass SVM and 

“Particle Swarm 

Optimization” 

(PSO) technique. 

 

Developing 

combinations of more 

algorithms with fusion 

classification methods 

to improve the 

recognition rate of the 

classification process. 

[8] 
5932 field 

images 

11 CNN models in 

transfer learning 

approach and deep 

feature plus support 

vector machine 

(SVM) 

Testing for more 

varieties of rice 

diseases and a more 

fine-tuned 

“Convolution Neural 

Network” model with 

the expectation of 

better performance.  

[11] Not specified 

RGB to HSI 

conversion and 

thresholding.  

Segment the 

components using 

“Otsu’s method”.  

“Colour Co- 

Occurrence” method 

and “Genetic 

Algorithm” as a 

classifier.  

None 

[15] 

PlantVillage 

public dataset 

 

CNN based model 

Due to the testing 

accuracy is lower; 

modify the model 

using a larger number 

of pictures and a 

different crop and 

procedure to improve 

the same model on the 

same dataset. 

[18] 

Shri Mata 

Vaishno Devi 

University 

Dataset  

Seven different 

machine learning 

algorithms (LR, 

LDA, KNN, CART, 

RF, NB, SVM) with 

Simple linear 

iterative clustering 

(SLIC) [23], 

“Adaptive Linear 

Neuron” 

(ADALINE) [24], 

“Scale-Invariant 

Feature Transform” 

(SIFT) [25] 

Improving the 

learning rate to 

increase the 

segmentation 

performance and 

adopting a deep 

neural network for 

classification using 

some nature-inspired 

algorithms. 

[19] 

Selected 

categories of 

PlantVillage 

public dataset 

MLP [26] and SVM 

classifier 

Classifying different 

plant diseases and 

improving the 

classification 

accuracy. 

[20] 
PlantVillage 

public dataset 

EfficientNet deep 

learning model 

Improved models 

enabling plant 

pathologists and 

farmers to identify 

plant diseases rapidly 

in mobile contexts. 

IV. Results 

The tabular list is presented below in Table II, 
including the accuracy value and classification technology 
that have been covered to achieve that level of accuracy. In 
addition, figure 1 represents accuracy values of the paper 
reference number in this review paper. 

TABLE II. LIST OF REVIEWED PAPERS WITH ACCURACY VALUES AND 

USED METHODS 

Article 

Reference 

Number 

Classification Technology 
Average 

Accuracy (%) 

1 
NASNetLarge neural network model 

with Attention mechanism  
93.05% 

2 
Twice Transfer learning and the SE-

MobileNet model 
99.33% 

3 

K-means clustering, basic 

morphological functions, Naïve 

Bayesian classifier, Colour Co-

Occurrence method. 

87% 

5 
Multiclass SVM and Particle Swarm 

Optimization Technique 
97.91% 

8 
CNN based support vector machine 

(SVM) 
97.62% 

15 Convolution Neural Network 91.2%. 

18 Computer Vision based approach 98.57% 

19 MLP and SVM classifier 94.35% 

20 EfficientNet deep learning model 99.91% 
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Fig. 1. Graph representation of accuracy values of reviewed papers 

V. CONCLUSION  

This paper provides a survey of different disease 
classification methods that can be used for crop leaf disease 
identification. An algorithm machine learning technique 
for automatic detection and classification of crop leaf 
diseases is described later. Most researchers used the 
PlantVillage public dataset for the algorithms and testing 
methods. Therefore, diseases related to these plants were 
taken for identification. With shallow computational 
efforts, the optimal result was gained, which also 
demonstrates the algorithm's efficiency in the identifying 
and classifying plant leaf diseases. Identifying the crop leaf 
diseases in the early-stage or initial stage is the main 
advantage of those methods. To maximise the recognition 
rate in the classification process Artificial Neural Network, 
Computer Vision-based approach, a deep learning model 
can also be used. 
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Abstract - Thought identification has been the ultimate 

goal of brain-computer interface systems. However, due to the 

complex nature of brain signals, classification is difficult. But 

recent developments in deep learning have made the 

classification of multivariate time series data relatively easy. 

Studies have been carried out in the recent past to classify 

thoughts based on signals from medical-grade EEG devices. 

This study explores the possibility of thought identification 

using a commercially available EEG device using deep 

learning techniques. The crucial part of any EEG experiment 

is contamination-free data collection. Keeping the subject’s 

mind concentrated only in the decided state is important, yet 

challenging. To address this issue, we have developed a 

graphical user interface (GUI) based program that allows 

stimulus controlling and data recording. With the use of the 

low-cost commercially available EEG device, accuracies up to 

89% were achieved for the classification of high contrast 

signals. However, tests on complex thought identification did 

not produce statistically significant results over the chance 

accuracy. 

Keywords - brain-computer-interface, classification, EEG, 

signal processing 

I. INTRODUCTION 

Electroencephalography (EEG) is the method of 
observing the electrical activity of the brain by the 
electrodes placed on the scalp. EEG is one of the most used 
brain imaging techniques in the medical field. Other than 
medical uses, EEG devices have found their way into the 
research field of Brain-Computer Interfaces (BCI). The 
ultimate goal of a BCI system is extracting thoughts 
directly from the brain. Studying this area often requires 
expensive research-grade EEG devices. But there are many 
advantages of using a low-cost device, mainly their 
accessibility. In recent years, there has been an increase in 
the availability of low-cost EEG devices in the consumer 
market. This study was conducted using one of these low-
cost devices, the Emotiv Insight 5–channel EEG headset. 

This study explores the feasibility of identifying 
thoughts by captured brainwave signals using a 
commercially available low-cost EEG headset. The focus 
of this study was to visually stimulate a subject’s brain with 
stimuli of a limited number of stimulus classes and later 
identify the stimulus class from the recorded EEG data.  
This is not a simple task since EEG signals represent the 
electric potential changes on the scalp that correspond to 
the electrical activities in the brain that are received from 
the electrodes and are all higgledy-piggledy. 
Differentiating two EEG signals of two separate thoughts 

is quite difficult with traditional methods. Therefore, the 
proposed method employs Deep Learning techniques.  
Proposed EEG experiments were all highly time-sensitive. 
The recording of the data needed to be done simultaneously 
with the presentation of the stimulus. This would not be 
possible without the use of an automated system to control 
the stimulus and capture data simultaneously. Therefore, a 
major contribution of this research is the development of 
the GUI. It allows seamless data capturing, managing, and 
saving. This makes the data-gathering stage effective and 
influences the overall outcome of the experiment. 

If the classification is proven to be possible using a 
low-cost EEG headset, this technique can be extended to 
develop better low-cost BCIs. Another use case of this 
technique is that it can be used as the base for a 
communication platform that will assist differently-abled 
people with communication. This technique can also be 
used in game development to allow players to control 
certain actions based on what goes on in the player’s mind. 
This will lead to mind-controlled gaming. 

II. LITERATURE REVIEW 

The Emotiv Insight EEG headset used in this study is 
a relatively low-cost commercially available device. Most 
of the published studies using this device have used the 
provided software by the MANUFACTURER. The study done 
by Stoelinga [1] has utilized raw EEG data from the 
headset. When using the manufacturer’s software, it uses 
all the inbuilt sensors (Accelerometer, Gyroscope, 
Magnetometer, etc.) of the EEG headset to produce the 
output. Even though the use of the manufacturer’s software 
could produce better results, it may not solely be based on 
EEG signals, since the signals picked up by the extra 
sensors could influence the outcome.  

Experiments performed with EEG headsets vary 
widely from medical diagnosis [2]–[4], emotion 
recognition [5], to BCI applications [6], [7] all of which use 
some form of learning-based analysis for classification. All 
these studies used high contrast EEG data. Medical EEG 
data like Seizures [2], Epilepsy [3], or brain-dead and coma 
states [4] produce highly contrasting data. This is similar 
for emotion [5] and Motor-Imagery data [1], [6], [7]. 
Motor-Imagery is imagining moving a body part (e.g. 
raising an arm) without acting. Even though processing 
EEG signals to retrieve information is not new, classifying 
two distinct thoughts with low contrast data is still 
challenging.  

Extracting thoughts from EEG data has been the 
primary goal of the BCI research. To that end, similar 
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studies have been conducted where one or multiple 
subjects were shown images of multiple classes and later 
tried to identify the thought of the class from the EEG data. 
In 2017 one study [8] proposed an automated visual 
classification. But a study published in 2020 [9], 
questioned the stimulus presentation method of the said 
previous study while proposing a randomized stimulus 
presentation. Both studies used raw data for the 
classification by Deep Learning techniques. Another study 
published in 2020 [10] used an Evoked Potential extraction 
on the EEG signal and achieved a higher classification 
accuracy. However, these studies have used EEG devices 
with higher electrode counts and higher sampling rates than 
the EMOTIV Insight headset used in this study.  

Practical use of thought identification can be identified 
as a yes-no classification because the most fundamental 
linguistic response of human speech is answering a “yes-
no” question. An EEG-based system that understands a 
simple yes-no thought of a subject is extremely useful for 
people who have speech and muscle control disabilities 
like Amyotrophic Lateral Sclerosis (ALS) patients. A study 
published in 2019 [11] used EEG data gathered from 
multiple subjects responding to self-referential questions 
on a screen. There were no visual stimuli attached with the 
questions. The questions were uniquely generated for each 
subject based on a questionnaire given to them. Similar to 
yes-no detection, lie detection was another area explored 
with EEG devices [12], [13]. 

BCI research study requirements are usually time-
sensitive. Most of the studies which were focused on BCI 
research applications used their software tool for data 
collection. The tools were extremely specific for those 
studies and most often cannot be used by others. There 
were some studies [14] that designed EEG stimulus 
presentation software to use in other studies. But most of 
them either did not work with the used EEG headset of this 
study or did not include features critical for the experiments 
like having a darker background. 

Through this literature review, it was made aware that 
there was not much research conducted in the area of 
differentiating the thoughts yes and no with EEG data. And 
it was made clear that the most efficient way of analyzing 
complex EEG data is by using a learning-based technique. 
It was also identified the need for a software tool of some 
kind to efficiently collect and manage the EEG data.  

III. METHODOLOGY 

The methodology of the study can be summarized as 
the flow diagram shown in Fig.1. To successfully execute 
the proposed procedure, the following factors were 
considered.  

• Simultaneous image presentation while recording the 
broadcasted EEG signals. 

• Tag the EEG stream with the class of the image 
shown on the screen. 

• Having a fixed sample length for each stimulus 

• A distraction-free data collection 

When the subject is looking at an image for a set 
period, the class of the shown image needs to be saved 
(tagged) with the recorded EEG stream. If the EEG stream 
is to be manually tagged by the subject who is wearing the 

EEG headset, the EEG data will get contaminated with the 
“thought of tagging”.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Experiment procedure 

Further, even if a third party was assigned for tagging 
with a mechanism similar to pressing a button every time 
the stimulus class changes, it will introduce human error 
into the experiment. A person performing the tagging will 
always introduce a random delay (error) between the time 
of stimulus change and the time of pressing the button.  

Considering all these conditions, to make data 
collection consistent throughout the study, a program was 
developed to automate the proposed procedure. 

A. Graphical User Interface (GUI) 

The Graphical User Interface (GUI) was developed 
from scratch using the Python programming language. The 
main purpose of this GUI was to automate the tasks of 
capturing, saving, and managing the EEG data. 
Additionally, when building the GUI, special attention was 
given to the overall theme. A darker color pallet and low 
contrast fonts were used to keep the attention of the subject 
always on the area where the stimulus would be displayed 
on the screen when the software is used to gather data from 
stimuli. Since staring at a bright screen easily strains 
human eyes, using a darker background was found to be 
crucial for long recording sessions. Fig. 2 shows the main 
user interface of the GUI. 

Here, the user can set the parameters of the 
experiment. Fig.3 shows what parameters are available to 
the user. Descriptions of the user-controllable parameters 
are as follows. 

1) Interval – The period between two images. 

2) Count – Number of images per one recording. 
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3) Subject Name – Name of the participant. 

4) Project Name – Selection list of available image 

sets.  

5) Start Recording – Button to click on to start the 

recording process 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Main interface 

 

Fig. 3. User control parameters 

B. GUI program flow 

During the image sequencing process, which is in 
green color on Fig. 4, the GUI simultaneously records the 
EEG stream with some additional information.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Program flow of the GUI 

A saved EEG recording contains data from 9 different 
variables, 

• 5 – EEG channel (AF3, AF4, T7, T8, Pz) 

• COUNT – A data packet counter. 

• Contact Quality – Contact quality of the 
electrodes. 

• TICK – Track the stimulus change. 

• MARKERS – Track the class of the stimulus. 

Data variables except TICK and MARKERS are 
directly captured from the broadcasted EEG stream. TICK 
and MARKER variables were added by the GUI to track 
the changes of the stimuli. 

The TICK variable has two states, 0 and 1. Every time 
the GUI changes the image, the TICK changes its state. A 
record will contain several seconds long continuous stream 
of 5 EEG channel data. But to analyze the data, the stream 
needed to be separated into chunks depending on the 
stimulus shown period (interval). Since the variable TICK 
changes with every new image, it is used to identify the 
positions where the data stream needs to be split. 

The MARKERS variable encapsulates the class of the 
image. When an image folder is selected, the GUI scans all 
the image files in the folder and identifies their unique 
classes. For example, for a folder that contains images of 4 
types of vehicles [car, bus, train, bicycle], first, the program 
arranges the unique class names in the ascending order as 
[bicycle, bus, car, train] and assigns four index values 
starting from 0 as [0, 1, 2, 3]. When an image is shown on 
the screen, the value assigned to the image gets recorded as 
the MARKERS value throughout that image presentation 
period. For example, if an image of a car is shown on the 
computer screen, the value 2 will get recorded as the 
MARKERS until the next image is selected. After the 
stream is separated into chunks at the ‘preprocessing’ 
stage, they get labeled according to the values of the 
MARKERS variable. 

When the GUI has shown a number of images 
specified by the researcher, the recording stops and the 
program saves the record in the computer hard disk as a 
.csv file. 

Since the recording stage of this study stretched for 
several months, to save the records in a meaningful 
manner, the program uses the following naming 
convention when saving the recorded data. 

[projectName][interval]sx[count][DATE]-[TIME].csv 

The bracketed variables get replaced by the parameters 
set by the user. From this naming convention, all the 
necessary information about the record can be easily 
identified from the record name. 

During communication, other than words humans 
often use body language and head movements to convey 
their inner thought to the other person. Used EEG headset 
can capture head movement data using the inbuilt sensors 
of accelerometer, gyroscope, and a magnetometer. When 
presented with a yes-no question, people unconsciously 
nod their head for the answer yes and move their head side-
to-side for the answer no. Hence, head movements might 
give an extra edge with thought identification. Since the 
focus of the study is thought identification with EEG 
signals, the head movement data was not associated with 
the analysis. 
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C. Sample record 

Each exported EEG record from the GUI contains 
EEG signals of watching several stimulus presentations. 
Fig. 5 shows a sample record of a subject watching 20 
consecutive image presentations with 2-second image 
intervals. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Exported record from the GUI 

D. Stimulus presentation methods 

To visually stimulate the subject’s brain, various 
methods were identified, in which the images of multiple 
classes can be presented.  

One method of stimulus presentation is separating the 
whole image-set into subsets based on their class as 
suggested in [8] and continuously displaying images of one 
subset at a time, as shown in Fig.6. In Fig. 6, a two-class 
image set is separated into two sections (shown in two 
different colors for simplicity) and images of one set are 
displayed first before the images of the other set are 
displayed. 

However, with this method, since all the images of a 
class are shown continuously, captured brain wave patterns 
are temporally correlated. This means EEG signals of each 
class will contain the patterns of the long-term mental state 
of the subject. For example, assume in this case (Fig. 6) the 
subject is looking at images of Class B first and then Class 
A during the experiment. In the beginning, the subject 
might be in an excited mood, and most of the EEG signals 
of Class B will capture that exited brain pattern. But at the 
end of the experiment, the subject might get bored, and 
those brain patterns will get captured in the EEG signals of 
Class A. When classifying these brainwaves, rather than 
detecting the thought of the presented stimuli, the 
brainwaves of excitement and boredom will get 
precedence. 

Instead of separating the stimuli into individual classes 
and showing all images of one class before proceeding to 
the other classes, the image-set can be separated into 
smaller batches based on their class as shown in Fig. 7 and 
alternatively show each batch from separate classes. This 
method reduces the temporal correlation but not 
completely. If the length of the batch is too long, the error 
remains. 

 
 

Fig. 6. Image-set was separate into classes 
 

 

Fig. 7. Image-set was separated into multiple batches. 

 

 

 

 

 

 

Fig. 8. The subject was presented with randomly selected images from 

the image-set 

To eliminate the errors discussed above, it requires a 
randomized stimulus presentation [9] as shown in Fig. 8. If 
it is not randomized, and the presentation is similar to Fig. 
7, the subject’s brain will recognize the stimuli presentation 
pattern and will know what to expect in the next image. 
This can also be eliminated by using a randomized stimulus 
presentation. Hence, all conducted experiments in this 
study used a randomized stimulus presentation method. 

E. Signal filtering and dataset conversions 

At the preprocessing stage, the recorded long EEG 
signals were separated into smaller chunks of the subject 
watching one stimulus using the TICK variable. The 
MARKERS variable was used to label the separated 
chunks. 

After the basic preprocessing, the obtained raw dataset 
was converted into 3 other forms to find out whether the 
classification accuracy of the deep learning model can be 
improved. 

• The raw dataset was converted into the frequency 
domain using the Fast Fourier Transformation (FFT). 

• Filtered the low-frequency blinking artifacts by 
adding a high pass filter at 12 Hz and filtered the 50 
Hz electromagnetic interference by adding a notch 
filter.  
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• Using the Short-Time Fourier Transformation 
(STFT) each chunk in the raw dataset was converted 
into a stacked spectrogram. 

To generate a stacked spectrogram, first, a chunk was 
selected from the raw dataset. Then each of the 5 EEG 
signals was converted into separate spectrograms using 
STFT (see Fig. 9). Then all the generated spectrograms 
were stacked on top of each other to generate a diagram 
similar to what is shown in Fig. 10. 

 

 

 

 

 

 

 

 

 

Fig. 9. 5 EEG signals converted separately into spectrograms 

 

Fig. 10. Stacked spectrogram 

F. Conducted experiments 

To assess the feasibility of thought identification from 
the used low-cost EEG device, four experiments were 
conducted where the participant’s brain was visually 
stimulated by a presentation of image sequences. Only one 
subject was used for all the experiments conducted.  

● Experiment 1 – Simulated thinking “something” and 
“nothing” on the subject’s brain by randomly 
presenting images and blank screens to the subject. 

• Experiment 2 – Showed left and right directed arrows 
on the left and right edges of the screen respectively 
and the subject was instructed to directly look at them 
without moving the head. Since the image sequence 
is randomized, a reference mark was presented at the 
center of the screen after each arrow image. 

• Experiment 3 – Simultaneously displayed a yes-no 
question about the presented image and instructed the 
subject to think about the answer. 

• Experiment 4 – Showed images of cats and dogs, and 
the subject was instructed to identify the class of the 
image as a “cat” or a “dog”. 

IV. RESULTS 

In this study, we employed 2 deep learning models for 
the classification of the recorded EEG data. A one-
dimensional Convolutional Neural Network (1D-CNN) 
was used for the classification of the multivariate time 
series data. The classification of the stacked spectrograms 
was done using a two-dimensional Convolutional Neural 
Network (2D-CNN) [15]. 

A. Classification results of the three experiments 

TABLE II. CLASSIFICATION RESULTS 

Experiment Classes Dataset 

Classification 

accuracy (%) 

1D-CNN 2D-CNN 

Thinking 

“something” 

and 

“nothing” 

Image, 

Blank 

Raw 80 - 

FFT 79 - 

Filtered 80 - 

Spectrograms - 74 

Left-Right 

arrows 

Center, 

Left, 

Right 

Raw 68 - 

FFT 67 - 

Filtered 67 - 

Spectrograms - 69 

Left, 

Right 

Raw 89 - 

Filtered 91 - 

Yes-No Yes, No 

Raw 45 - 

FFT 43 - 

Filtered 45 - 

Spectrograms - 50 

Cats-Dogs 
Cat, 

Dog 

Raw 52 - 

Spectrograms - 54 

 

Since experiment 2 presented a reference mark at the 
center of the screen, it contained EEG recordings of 3 
separate classes of Center, Left, and Right. For three 
classes, the highest classification accuracy of 69% was 
achieved by the 2D-CNN model. For the classification of 
EEG signals of looking only Left and Right, the 1D-CNN 
reached an 89% accuracy. 

It is important to notice that using spectrograms with a 
2D-CNN model, there was no statistically significant 
improvement. All the results are fairly similar between 
both models. Also, the additional conversions of Fourier 
transformation and filtering done on the data did not 
increase the accuracies of the models. 

B. Channel contributions  

Individual datasets contain 5 separate EEG signals. 
Table I shows results of experiment 1 when all 5 EEG 
channels were concerned and maximum classification 
accuracy of 80% for the 1D-CNN model was achieved for 
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both the raw and filtered datasets. Table II shows the 
classification results of several EEG channel combinations 
of experiment 1. By selecting multiple combinations of 
EEG channels, the study tried to identify a channel or 
combination which contributes the most to the final 
accuracy. Only models that performed above the random 
chance accuracy of 50% are listed. 

TABLE III. CLASSIFICATION RESULTS OF SELECTING MULTIPLE CHANNEL 

COMBINATIONS 

Channel 

combinations 

1D-CNN classification accuracy 

of experiment 1 (%) 

Raw Filtered 

AF3, T7, Pz, T8, AF4 80 80 

AF3, Pz 80 80 

AF3, Pz, T8 80 78 

AF4, Pz, T8 80 79 

AF4, Pz 78 77 

AF3 73 70 

AF3, AF4 68 68 

Pz 64 64 

T8 54 56 

T7 51 51 

 

These results further clarify the fact that filtering done 
on the raw data did not affect the final accuracy of the 
model. 

V. CONCLUSION 

The automated data collection and tagging method 
implemented using the GUI were found to be crucial for 
acquiring contamination-free EEG samples. Since the GUI 
allowed effortless sample management, in a relatively short 
period we were able to gather EEG samples from multiple 
experiments. 

Even though several studies have been published that 
converted the raw data into other formats such as 
spectrographs [4], [5] and scalograms [3], [6], [7], the 
analysis of this study suggests using only raw data for the 
classification is sufficient for the data gathered with 
Emotiv Insight 5–channel EEG headset, which is a low-
cost EEG device. 

Even though the classification of experiments 1 and 2 
reached higher accuracies this might not be solely based on 
EEG signals. The coneo-retinal potential [16] might have 
played a major role in this. This is also confirmed by the 
results presented in Table II. When the frontal lobe 
channels of AF3 and AF4 are not selected, the accuracy 
drops considerably. Therefore, for complex thought 
identification tasks such as yes-no answer identification 
and distinct thought classification (thinking “cat” versus 
“dog”), we recommend using a device with a higher 
electrode count. 

VI. LIMITATIONS 

Since the GUI is built around one EEG headset 
(Emotiv-Insight) in mind, it cannot be used with EEG 
headsets of other manufacturers. But with minor changes, 

the GUI can be made to work with other models of EEG 
devices of the same manufacturer (EMOTIV). However, 
the concept can be applied to any EEG device. 

VII. RECOMMENDATION 

All the experiments conducted for binary classification 
had a balanced stimuli presentation. Future research can be 
conducted to see the effects of unbalancing the image-set 
on the final accuracy. Also, for the analysis of this study 
the whole EEG signals of watching a 2-second stimulus 
was used. A study can be conducted to see the effect on the 
accuracy of the model when a shorter length is selected 
from the EEG signals. 
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Abstract - Identifying an appropriate target audience is 
essential to market a product or a service. A proper 
mechanism should be followed to generate these potential 
leads and target audiences. The majority of people who were 
born between 1981 and 2012 hold top positions in companies. 
These people are regular social media and website users, since 
they represent generations Y and Z. They usually keep digital 
footprints. Therefore, if an accurate method is followed, it is 
possible to identify potential contact points by analysing 
publicly available data. In this research, a novel lead 
generation mechanism based on analysing social media and 
web data has been proposed and named LYZGen (Leads 
of Y and Z Generations). The input to the LYZGen model was 
an optimised search query based on the user requirement. 
The model used web crawling, named entity recognition 
(NER), and pattern identification. The model found and 
analysed freely available data from social media and other 
websites. Initially, person name identification was performed. 
An extensive search was carried out to retrieve peoples’ 
contact points such as email addresses, contact numbers, 
designations, based on the identified names. Cross 
verification of the analysed details was conducted as the next 
step. The results generator provided the final output, which 
contained the leads and details. Generated details were 
verified with responses captured via a survey and identified 
that the model could detect lead details with 87.3% average 
accuracy. The model used only the open data posted on the 
internet by the people. Therefore, it did not violate extensive 
privacy or security concerns. The generated results can be 
used, in several ways, including communicating promotional 
details to the potential target audience. 

Keywords - lead generation, named entity recognition, 
web crawling, web data analysing 

I. INTRODUCTION 

There is a high number of instances of communicating 
about promotional details related to products and services. 
However, in most cases, these communications are 
conducted without identifying the potential audience. 
Resources and time of the advertisers or promotional 
campaign organisers might be wasted because of this. 
Therefore, identifying the potential leads should be the 
initial task of this whole process.   

These potential leads can be generated by thoroughly 
analysing the web data [1]. Many young people who 
belong to Generation Y and Generation Z tend to keep 
digital footprints knowingly or unknowingly when they 
browse the internet and social media. That is the nature of 
Generation Y [2] and Generation Z [3]. 

Web crawling and web data analysis techniques can be 
applied to analyse the content of a web page [4], which is 
also known as web scraping. By using a spider, the analysis 

can be performed in web scraping, and by using NER, 
person names can be identified [5] after analysing a textual 
input.  

The use of web crawlers and web data analysis is not a 
novel area since various approaches were already proposed 
by academia. Their strengths and limitations are also 
discussed [6]. However, combining web crawlers to 
generate leads after identifying generation Y and Z 
behaviour in the digital space is not considered. The usage 
of websites and social media has increased rapidly, 
especially among the generations that were focused in this 
study. This increase is due to the travel restrictions imposed 
with the ongoing Covid-19 pandemic situation. In this 
paper, a model to detect leads and contact details of 
persons, using web crawling, web data analysis and named 
entity recognition, has been proposed. The generated data 
were validated again using web data analysis to determine 
the accuracy. In the model, all the steps in data collection 
and analysis were conducted on publicly available data on 
the web. Since the details were not extracted using any 
illegal approaches, there are no significant concerns of 
privacy violations [7].  

Following research questions were answered in this 
research while building the LYZGen model. 

● RQ1: What are the optimising strategies of web 
search queries? 

● RQ2: How to apply web crawling and web data 
analysis to generate leads? 

● RQ3: How to perform valid pattern recognition 
processes to identify lead-related attributes? 

● RQ4: How to validate the accuracy of the contact 
details of the potential leads? 

The generated details were re-evaluated for their 
accuracies by comparing them with survey results. This 
survey was conducted to record the name, details of 
designation, email address, and contact number from 
volunteers from academic, medical, financial and 
information technology fields. The survey results contain 
179 records. 

The rest of the paper is organized as follows: Section II 
contains related work. Section III gives an overview and 
the methodology of the LYZGen system to generate 
potential leads. Section IV presents the results and 
discussions related to the research. Finally, the conclusions 
and future work directions are discussed in Section V 
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II. RELATED WORK 

There are various research studies conducted in the 
research areas of identifying leads, mechanisms of web 
crawling and web data analysing, NER methods, and user 
generations. However, to the best of our knowledge, there 
is no comprehensive research conducted after combining 
each of these individual areas to build a proper lead 
generation mechanism. In this section, related research 
studies in those mentioned areas are discussed. 

People who live all around the world can be categorized 
based on different dimensions. Among all these 
dimensions, the “generation” has become one of the 
important societal categories introduced [8]. In the human 
context, a generation is defined as a group of people who 
were born and nurtured at a specific time. They have 
common characteristics and viewpoints which are affected 
by their growing time. It implies that there are 
characteristic discrepancies among generations.  

In the current society, four to five generations are 
working side by side [9]. Among them, generation Z and 
generation Y are the latest generations who work in society 
nowadays. They deal with technology frequently. 
Generation Y is the first generation of people who came 
into the world of technology [2] when they were born. 
Generation Z is the first generation born with the 
technology; known as digital natives [3]. The new 
generation always tries to perform their tasks efficiently 
with the help of technology [10]. The research conducted 
in [11] identifies the fact that the leaders of using 
technology are the people from generation Y and Z. 
Compared to the other generations, they spend a significant 
amount of time surfing and browsing the internet for 
different purposes. Due to this behaviour, they tend to keep 
their digital footprints in cyberspace more than the other 
generations do.  

One of the most important facts to consider when 
dealing with technology is security. Most people use their 
mobile devices to engage with the digital space actively. 
Several techniques  used to detect and prevent attacks on 
the users, such as data theft, social engineering, and 
malware have been identified [12]. However, generation Y 
and Z people should consider their digital footprint to keep 
themselves safe since there are some ways for obtaining 
these footprints, which includes recording of footprints 
with or without the consent or acknowledgement of the 
users. 

These digital footprints of generations Y and Z can be 
collected and analysed to generate leads. Lead generation 
is one of the most common marketing approaches used to 
identify potential customers. This method helps identify 
the target audience for a particular domain. Through 
identifying contact points, it is easy to reach the right 
people [13]. Various lead generation methods are being 
practised on several occasions [14]. 

To find the leads and related details, one way that can 
be used is to analyse the web page contents. An automated 
mechanism should be integrated to achieve that. Web 
crawling and web data analysis are the methods, which can 
be applied to this [15]. Web crawling is also known as web 
scraping. In web scraping, the feature known as spider 
visits websites and scrapes all the data after performing an 
analysis. In [4] and [16], many methods are proposed to 
conduct web scraping. Out of those methods, the spider-

based web scraping method was identified as the efficient 
method, and this is used in many web search engines. 

The scrapped content should properly be analysed 
though an extensive web crawling method. If the content 
can be formed into a textual string, it is possible to apply 
several text mining methods to identify patterns [17]. NER 
is one of the commonly used methods to identify names 
with the help of text mining and natural language 
processing. NER can be categorised into three main 
categories as Hand-made Rule-based NER, Machine-
Learning based NER and Hybrid NER. Mining names 
using human-made rules set is known as hand-made rule-
based NER. Machine Learning-based NER can identify 
problems and classify problems, and then the System 
identifies patterns and relationships. After that, it makes a 
model using available statistical models and machine 
learning algorithms. Hybrid NER is the combination of 
rule-based and Machine Learning based NER approaches 
[18]. Based on the requirements, the types that need to be 
recognized could vary. Recognition can be done for a 
person, contact details, location, or other information 
related to a specific task. 

Privacy and security of web data are also important to 
be considered. With technological enhancement, people 
tend to use online resources to do their day-to-day activities 
efficiently. When people use different web applications 
and mobile applications, they create social networks 
through digital platforms. Due to this, people make their 
details available in public, knowingly or unknowingly. 
These details may contain their experiences, opinions and 
knowledge. There can be private data such as name, contact 
information, gender, etc. [19] among those details. Sharing 
this type of information could have both. a negative and a 
positive effect. If a person shares sensitive information, a 
negative impact for that user can also be generated. For 
example, insurance companies can collect that information 
to identify users as risky clients [20]. 

III. METHODOLOGY 

To overcome the identified problem by addressing the 
formulated research questions, the LYZGen model is 
proposed, as described in this section. 

  

Fig 1. LYZGen architecture 
 

The methodology of this work was distributed among 
four sub-systems. These subsystems were named Search 
Query Optimiser, Web Crawler, Lead Processor, and 
Results Generator and Verifier. The overview of the system 
is illustrated in Figure 1. Each of these subsystems were 
connected to generate verified results on potential leads. 
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An interface of the prototype system which performed 

those four subsystem processes is illustrated in Figure 2. 

The prototype was developed using the Java programming 

language. 

 

 
 

Fig 2. LYZGen prototype 

A. Search query optimiser 

The initial input to the model is the search criteria. 
There is a difference between web search queries entered 
by a person having good computer literacy and a regular 
person. But this model can be used by anyone. Therefore, 
search query optimisation should be performed as the first 
task to retrieve accurate search results [21]. The search 
criteria entered by the user was split into words, and a string 
array was created. Then, using “OR” and “AND” 
operators, the search query was optimised. The pre-stored 
article words were not taken into consideration initially 
when preparing the search string. Some examples for 
optimised search queries are listed in Table I. 

TABLE I.  SEARCH QUERY OPTIMISATION 

User Input Optimised Search Query 

Lecturers in 

Sri Lanka 

(“Lecturers”) AND (“Sri Lanka”) OR (“Sri Lanka”) 

AND (“Lecturers”) OR (“Lecturers Sri Lanka”) OR 

(“Sri Lanka Lecturers”) OR (“Lecturers in Sri Lanka”) 

 

Cricket 

Players in 

Sri Lanka 

(“Cricket”) AND (“Players”) AND (“Sri Lanka”) OR 

(“Cricket”) AND (“Sri Lanka”) AND (“Players”) OR  

(“Sri Lanka”) AND (“Cricket”) AND (“Players”) OR  

(“Sri Lanka”) AND (“Players”) AND (“Crickets”) OR  

(“Players”) AND (“Cricket”) AND (“Sri Lanka”) OR  

(“Players”) AND (“Sri Lanka”) AND (“Cricket”) OR 

(“Cricket”) AND (“Players”) OR (“Cricket”) AND (“Sri 

Lanka”) OR (“Players”) AND (“Cricket”) OR 

(“Players”) AND (“Sri Lanka”) OR (“Sri Lanka”) AND 

(“Cricket”) OR (“Sri Lanka”) AND (“Players”) OR 

(“Cricket Players in Sri Lanka”) OR (“Cricket Players 

Sri Lanka”) 

 

 

B. Web crawler 

Web crawler performs the searching and crawling 
process of the model. Once the search query was optimised, 
the web crawler was activated. The crawler can be 
customised with search depth (known as the Leads Search 
Level) as “Slight”, “Low”, “Moderate”, “Strong”, and 
“Extreme”. The number of outputs depends on the depth 
level. The time it takes to complete the search depends on 
the number of words the user input and the search depth. 
Then the search depth was converted into a numeric value. 
Values from 1 to 5 were assigned from Slight to Extreme. 
For example, if the user selects Strong (value is 3) as the 
search depth, the web crawler visits 30 (3×10) links and 
their sub-links in search engine results. The reason for 
multiplying by 10 is that one page of a search engine results 
contains ten results (links). The links visited by the web 
crawler were stored in a Java Collection to further process 
in the Lead Processor subsystem. Once the Lead Processor 
requests the crawl process to identify names and contact 
details, the Web Crawler subsystem crawled web pages 
while considering “Contact Search Level” as one 
parameter which defines the depth of the data analysis 
process of a given web link. The Contact Search Level also 
has five levels: “Slight”, “Low”, “Moderate”, “Strong” and 
“Extreme”. Similar to the Leads Search Level parameter, 
this also represents values from 1 to 5, and the value was 
multiplied by 10. “Mozilla/5.0 (compatible; 
Googlebot/2.1”, “Mozilla/5.0 (Windows NT 6.1; 
WOW64) AppleWebKit/535.1 (KHTML, like Gecko) 
Chrome/13.0.782.112 Safari/535.1”, and “Mozilla/5.0 
(Windows; U; Windows NT 6.1; en-US)” were used as the 
user agents when crawling the web pages [22]. The web 
pages can be either regular websites or social media sites. 

C. Lead processor 

The Lead Processor is the subsystem where most of 
the important steps happen in the overall model. Initially, 
this subsystem takes the input as the Java Collection (List) 
generated by the web crawler. As the first step of the lead 
processor, the names of the leads were identified using 
pattern recognition and NER. The lead processor sent a 
request to the Web Crawler subsystems with a list of links, 
and then the crawler visited each link. The pattern of the 
name was determined using “[A-Z]([a-z]+) [A-Z]([a-z]+)” 
regular expression. Identified possible names were stored 
in a Java Hash Set to avoid duplicates. The set was iterated 
through several NER classifiers to identify the person 
names using a similar process which was followed in [23].  
This model used english.nowiki.3 class, english.conll.4 
class, english.all.3 class and english.muc.7 class NER 
classifiers [24]. Java libraries developed using those 
classifiers were used in the LYZGen with the category 
information of “PERSON” [25]. Once the names are 
properly identified, the Lead Processor calls the Web 
Crawler subsystem to determine their contact numbers, 
email addresses, and designations. When calling the web 
crawler, the search queries were modified to receive 
accurate results based on the type of information (i.e. 
contact number, email, designation). For the email address 
pattern recognition, an advanced regular expression (?:[a-
zA-Z0-9!#$%&'*+/=?^_`{|}~-]+(?:\\.[a-zA-Z0-
9!#$%&'*+/=?^_`{|}~-]+)*|\"(?:[\\x01-
\\x08\\x0b\\x0c\\x0e-\\x1f\\x21\\x23-\\x5b\\x5d-
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\\x7f]|\\\\[\\x01-\\x09\\x0b\\x0c\\x0e-\\x7f])*\")@(?:(?:[a-
zA-Z0-9](?:[a-zA-Z0-9-]*[a-zA-Z0-9])?\\.)+[a-zA-Z0-
9](?:[a-zA-Z0-9-]*[a-zA-Z0-9])?|\\[(?:(?:25[0-5]|2[0-
4][0-9]|[01]?[0-9][0-9]?)\\.){3}(?:25[0-5]|2[0-4][0-
9]|[01]?[0-9][0-9]?|[a-zA-Z0-9-]*[a-zA-Z0-9]:(?:[\\x01-
\\x08\\x0b\\x0c\\x0e-\\x1f\\x21-\\x5a\\x53-\\x7f]|\\\\[\\x01-
\\x09\\x0b\\x0c\\x0e-\\x7f])+)\\]), was used. Contact 
numbers were generated using “(0|94)[1-9]\\d{8}” regular 
expression. Finally, the results generated in the Lead 
Processor were stored in a Java Map. 

D. Results generator and verifier 

The generated results from the Lead Processor were 
used in the Results Generator and Verifier subsystem to 
provide the results after the verification process. A two-
step verification process was conducted. This subsystem 
sent requests with four parameters which were 1) generated 
name, 2) designation, 3) contact number, and 4) email 
address, to the Web Crawler subsystem to perform the 
initial verification of the details available in the map 
generated in the Lead Processor. Requests were formatted, 
and the map was iterated to retrieve every detail. Once the 
Web Crawler subsystem sent more accurate responses, the 
revised version of the leads map was generated. As the 
second step of verification, the Truecaller [26] Application 
Programming Interface was used to generate further 
accurate data on the contact number and email addresses.   

As the final step of the LYZGen, it generates a comma-
separated version (CSV) file with all the details. The 
overall model is illustrated in Figure 3. 

 

 
Fig 3. LYZGen model 
 

IV. RESULTS AND DISCUSSION 

Though the LYZGen provides high accuracy results, a 
survey-based method was also used to validate the model 
accuracy. The survey was conducted to capture the details 
(name, designation, email address, and contact number) of 
individuals. The data was obtained for one month, from 1st 
March to 31st March 2021. The questionnaire was 
distributed electronically to selected categories such as 
medical officers, lecturers, banking officers and software 
engineers representing generations Y and Z. There were 
179 records available in the survey results. LYZGen model 
was also executed for the same criteria (i.e. Medical 
Officers in Sri Lanka, Lecturers in Sri Lanka, Banking 
Officers in Sri Lanka and Software Engineers in Sri 
Lanka). The LYZGen model was executed with the 
parameter of Moderate for both Leads Search Level and 
Contact Search Level. 
 Afterwards, a comparison was conducted between 
the results generated from the LYZGen model and the 
survey results. The results count is illustrated in Figure 4. 
In this comparison, it was identified that Generation Y and 
Z people keep digital footprints compared to other 
generations. Many of them work in industries such as IT 
and financial companies, where the possibility of keeping 
digital footprints is high since these industries are closely 
associated with digital space. Due to the selection of a 
limited sample for the survey, it was not possible to 
differentiate all the results from the LYZGen model since 
the model contains some data from people from other 
generations who were also good at using technologies and 
were closely associated with cyberspace. But it is possible 
to say that those results can be treated as outliers. 
 

 
 

Fig 4. Results of survey and LYZGen model 
 

A series of analyses were conducted on the names, 
designations, email addresses and contact numbers. Each 
record of the survey results was compared with the results 
of the LYZGen model and the matching records were 
identified. Table II shows the comparison of matching 
records in the two results sets, and Table III compares the 
accuracies of the LYZGen generated results in terms of 
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name, designation, email address, and contact number. 
According to analysis in Table III, it is possible to say that 
the people from generations Y and Z are closely associated 
with cyberspace as the number of records in the survey 
were closely matched the LYZGen results. 

TABLE II.  COMPARISON OF MATCHING RECORDS 

Category 

# 

Records 

in the 

Survey 

# Matching Records with LYZGen 

Names 
Designa

tions 

Email 

Add. 

Contact 

Nos 

Medical 

Officers 
21 19 18 19 17 

Lectures 29 27 26 26 24 

Banking  

Officers 
51 46 44 45 43 

Software 

Engineers 
78 71 68 67 63 

TABLE III.  COMPARISON OF ACCURACIES OF LYZGEN RESULTS 

Category 

Accuracy of LYZGen Results (%) 

Names 
Designa

tions 

Email 

Add. 

Contact 

Nos 

Medical Officers 90.48 85.71 90.48 80.95 

Lectures 93.10 89.66 89.66 82.76 

Banking Officers 90.20 86.27 88.24 84.31 

Software Engineers 91.03 87.18 85.90 80.77 

 

Fig. 5 shows the average accuracies of the LYZGen model 
when identifying attributes of leads. 

 

Fig 5. Average accuracies of lead details 
 

Therefore, by analysing the above results, it is 
identified that the LYZGen model has a high accuracy of 
detecting names. The reason for that might be the attribute 
to be easily found when performing a web crawling process 
is the name. The email address is the second-highest 

attribute, and designation is the third. The reason for that 
would be, the email addresses and employee designations 
are relatively easy to find in the publicly available web 
data. However, generating contact numbers is a difficult 
task. The reason for that is, they are hard to find in public 
sources. The accuracy of identifying contact numbers is 
somewhat low compared to the other attributes. The reason 
for that might be due to some pattern recognition issues. 
Overall, it is identified that the LYZGen model can identify 
leads and attributes with 87.3% average accuracy. 

V. CONCLUSION AND FUTURE WORK 

Having a proper lead generation mechanism is 
valuable in communicating promotional activities to the 
appropriate audience. Since generation Y and Z use 
technology and the internet more, it is possible to find 
digital footprints. In this paper, a novel lead generation 
mechanism was proposed, named LYZGen, to identify 
leads’ details such as name, designation, email addresses, 
and contact numbers by analysing digital footprints and 
freely available data in websites and social media sites. 
There were four subsystems in the proposed model to 
perform lead generation with cross-validations. A survey 
was also conducted to validate the model. It was identified 
that the model can generate data with an average accuracy 
of 87.3%. The LYZGen model can be used by anyone who 
wants to generate leads from publicly available data 
without violating major privacy concerns. LYZGen can be 
used to generate leads to improve the strategies of 
marketing campaigns by identifying the most suitable 
target audience. 

Though the generated results were conducted only in 
the Sri Lankan context, this model can generate results 
without limiting them to the context. The accuracy of 
generating results can be increased by improving some of 
the areas in the LYZGen model. We identified that the 
model sometimes detects incorrect person names not from 
the specific country due to the limitation of the NER 
classifier. That can be omitted if a context-based NER 
classifier is introduced. Currently, if the search level is 
selected as “Extreme”, it will take a lot of time to generate 
the results since the crawler has to visit many web pages. 
The efficiency of the model can be further improved. 
Furthermore, the dataset generated from the current 
LYZGen model can be used in future research areas related 
to leads and contact details. Once a high number of data are 
collected, it will be possible to apply machine learning to 
improve accuracy. 
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Abstract -  Detection, and classification of medical images 

have become a trending field of study during the last few 
decades. There is a considerable amount of vital challenges to 
be overcome. Ample work has been carried out to provide 
proper solutions for those key challenges. This study was 
carried out to extend one such medical image classification 
process to classify the stages of Diabetic Retinopathy (DR) 
images from colour fundus images. The study proposes a 
novel Convolutional Neural Network (CNN) architecture 
which is considered to be one of the most trending and 
efficient forms of classification of DR stages. Initially, the pre-
processing techniques were employed to the DR fundus 
images with Green channel extraction and Contrast Limited 
Adaptive Histogram Equalization (CLAHE). The data 
augmentation strategy was utilised to increase training 
images from the DR images. Finally, Feature extraction and 
classification were carried out by using the proposed CNN 
architecture. It consists of a 14 layered CNN model, which 
continues three main classifications. In this proposed 
classification, the images were classified into a tree structure 
based binary classification as No_DR and DR at the 
beginning, and then the DR images were again classified into 
two classes, namely Pre_Intermediate and Post_Intermediate. 
Moreover, those two classes were again separately classified 
into Mild, Moderate, and Proliferate_DR, Severe, 
respectively. The Kaggle is one of the benchmark dataset 
repositories which was used in this study. The proposed model 
was able to achieve accuracies of 81%, 96%, 84%, and 97% 
for the above-mentioned classifications, respectively. 

Keywords - CLAHE, classification, CNN, diabetic 
retinopathy, green channel 

I. INTRODUCTION 

Detection and classification of medical images or 
medically-related objects in an image play an essential role 
as medical images are full of different characteristics which 
are absent in standard images. Preprocessing, 
segmentation, feature extraction, detection, classification, 
and prediction are some of the key challenges associated 
with medical image processing. Diabetic Retinopathy (DR) 
is the leading cause of vision loss and preventable 
blindness in grown-ups aged 20-74 years globally. The 
normal retina and diseased retina are shown in Figure 1.  

Fig. 1. Normal retina and DR 

The main risk factor for the development of diabetic 
retinopathy is long-term diabetes which causes damage to 
blood vessels in the retina from high blood glucose levels 
[1]. DR can be classified into five stages as No apparent 
retinopathy, Mild Non-Proliferative Diabetic Retinopathy 
(NPDR), Moderate NPDR, Severe NPDR, and 
Proliferative Diabetic Retinopathy. Visual loss can be 
prevented up to 90% with the proper management of DR 
[2]. 

Non-proliferative retinopathy (also named 
background retinopathy) emerges first and creates 
increased capillary permeability, microaneurysms, 
haemorrhages, exudates, macular ischemia, and macular 
edema (thickening of the retina resulted from fluid leakage 
from capillaries). Proliferative retinopathy progresses after 
non-proliferative retinopathy and is more critical; it may 
point to vitreous haemorrhage and traction retinal 
detachment [3]. 

The medical features of Diabetic retinopathy are as 
follows:  

● Microaneurysms are the tiny swellings on the walls 
of blood vessels inside the retina that are caused 
due to absence of the Pericyte. These are the 
earliest clinically visible changes. Microaneurysms 
eventually rupture to form haemorrhages deep 
within the retina [4].  

● Haemorrhages appear as large spots on the retina.  

● Hard exudates form when protein drips from blood 
vessels, and they are wavy and yellow or white 
deposits of protein.  

● Cotton wool spots form when leakage of blood 
vessels blocks the vessels. An eye with more than 
six cotton wool spots is generalised as a pre 
proliferative state [5].  

Figure 2 depicts the sample pictures from each class of 
the DR stages mentioned above. 

 

(a)               (b)              (c)              (d)               (e) 
Fig. 2. Classification of DR stages 

(a). No_DR (b). Mild (c). Moderate (d). Severe (e). Proliferate DR 
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When focusing on the detection of DR, there are 
several methods used. The existing architectures of CNN 
such as VGG16 [6], InceptionNetV3 [7], and AlexNet [8] 
can be cited as examples. Many Convolutional Neural 
Network [9 – 13] models are developed to achieve a 
successful classification. To begin the treatments for DR, it 
is crucial to diagnose and classify its stages. Therefore, it 
is a complex task for the Ophthalmologists to diagnose and 
classify DR as per the stages since the manual feature 
extraction is a time-consuming and less accurate process. 
Moreover, it requires expert skills. Thus detailing the 
fundus retinal images with computer-aided systems paves 
the way to an effective and accurate improved 
methodology rather than manual performance. 

The objective of this study is to address the 
classification of the stages of Diabetic Retinopathy images 
with the use of a Hierarchical Convolutional Neural 
Network technique which initially classify the DR and No-
DR images then the classified DR images will be classified 
as Pre_Intermediate and Post_Intermediate. Moreover, 
those two Pre_Intermediate and Post_Intermediate classes 
were again separately classified into Mild, Moderate, and 
Proliferate_DR, Severe, respectively. 

The rest of the paper is ordered as follows. In Section 
II, different techniques that are related to DR classification 
are summarised. The background of this work is explained 
in section III. In Section IV, the proposed methodology is 
described in detail. Section V contains the experimental 

setup and the testing results obtained. Finally, Section VI 
is allocated for the conclusion and future extensions. 

II. PREVIOUS WORK 

In [9], an automated diagnosis system was developed to 
recognise retinal blood vessels, and a multi-class 
classification of DR was carried out. Green channel 
extraction and contrast limited adaptive histogram 
equalisation (CLAHE) were carried out as the 
preprocessing techniques.  After preprocessing the images, 
feature selection was done followed by feature extraction. 
Finally, the images were classified using the Support 
Vector Machine (SVM) classifier. Two publically 
available datasets were used for this work. DIARETDB1 
with 130 images where 42 mages for training and 88 
images for testing and DIARETDB0 with 89 images where 
28 images for training and 61 images for testing were used. 
The method proposed here obtained an accuracy of 93.6% 
and a sensitivity of 90.6% for all 219 images. It would be 
clearer if they could include the size of the used images in 
this paper. 

In [10], detection of blood vessels, identification of the 
haemorrhages, and classification of DR into three classes 
were the main objectives taken into consideration. The 
images were classified as normal, moderate, and non-
proliferate DR. 65 images of normal (30), moderate (23), 
and non-proliferate DR (NPDR) (12) were used from the 
STARE dataset with the dimension of 576×768. Green 
channel extraction and Adaptive histogram equalisation 
were used as the preprocessing techniques. A 3×3 median 
filter was operated to remove the noise. The matched 
filtered image was converted to binary equivalent with a 
global threshold value. Then binarization was carried out 
using a matrix. The images were then augmented. The 
classification was finally carried out using the Random 

Forest technique based on the area and perimeter of the 
blood vessels and haemorrhages. The normal class with 20 
training images and ten testing images achieved an 
accuracy of 90%. The moderate class with 15 training 
images and eight testing images achieved an accuracy of 
87.5% and the severe NPDR class with four training 
images and eight testing images achieved an accuracy of 
87.5%. 

In [11], the authors have proposed a customised CNN 
architecture to classify diabetic retinopathy (DR) images. 
One thousand two hundred coloured fundus images were 
used from the Messidor dataset, where 840 are used for 
training images, and 360 are used for testing. Images were 
preprocessed by cropping to remove the black background 
and then resizing to 224×224, and the quality was adjusted 
using the histogram equalisation technique. Four CNN 
models were used where three were from pre-trained 
models such as AlexNet, VGG16, and SqueezeNet, and the 
remaining one was newly proposed. The performance of 
the classification of DR images of the newly proposed five-
layered model was compared with the pre-trained models. 
In the proposed model, four separate kernels with size 3×3 
were convolved in the first layer to extract features. Also, 
the image was zero-padded along by two. A pooling layer 
was also included in the first layer, and this layer reduces 
the calculations of the convolution layer and optimizes the 
time. The five-layered model produces a sensitivity of 
98.94%, specificity of 97.87 %, and accuracy of 98.15%. It 
would be more effective if they could clarify the number of 
classes to which the images belonged and could use a 
higher number of images for testing and training. 

In [12], the authors have considered the InceptionV3 
architecture to classify Diabetic Retinopathy (DR). The 
dataset was taken from the famous Kaggle dataset which 
contains 35126 images. A five-class DR classification was 
done by splitting the dataset as 80% for training and 20% 
for testing with the input size as 299×299. Random scaling, 
resizing and centre cropping was done as preprocessing. 
The proposed model consisted of Inception V3 architecture 
and pre-trained on ImageNet as it can accelerate the 
process of training and also Inception V3 has a better 
performance on ImageNet. The architecture of the 
proposed model consists of five layers: Convolutional 2D 
layer, batch normalization layer, pooling layer, concatenate 
layer, and fully connected layer. Stochastic gradient 
descent (SGD) was used as the optimizer. Data 
augmentation was used with an early stop for 15 iterations 
to overcome the overfitting. Finally, the system was 
evaluated using 7023 test images. The system had achieved 
remarkable performance with an accuracy of 80% and a 
kappa score of 0.64. 

In [13], the authors had employed a group of 
Convolutional Neural Networks (CNN) as a stage 
classification of Diabetic Retinopathy (DR). A fine-tuned 
three architectures; AlexNet, VGG16, and InceptionNet 
V3 were used to train the images. A total of 166 images 
from the Kaggle dataset were chosen to train the models. A 
five-class classification was done in this work. The images 
in the dataset were resized to pixels of 227×227, 224×224, 
and 299×299 for AlexNet, VGG16, and InceptionNet V3 
respectively. The models AlexNet, VGG16, and 
InceptionNet V3 gained significant accuracies of 37.43%, 
50.03%, and 63.23% for the dataset respectively. Higher 
rates of the accuracy of results have been achieved by the 
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InceptionNet V3 architecture. It would be effective if the 
authors could use a higher number of images to train and 
test these models. 

III. BACKGROUND 

A. Diabetic retinopathy 

Diabetic Retinopathy is a related disease that is derived 
from Diabetes. The damage of the small blood vessels of 
the retina is the leading cause of it. Moreover, retinal blood 
vessels break down, leak or block. It affects the 
transportation of oxygen and nutrients inside the retina, 
causing vision loss over time. The presence of blockages, 
growth of abnormal blood vessels on the retinal surface 
increases the probability of bleeding leakages. These will 
result in vision blurring to vision loss over time. 

B. Machine learning  

Machine learning is a subfield of artificial intelligence 
where computers were made to learn from the data fed to 
them. It gives computers the ability to digest more data and 
reprogram themselves to execute a particular task with 
increasing precision. Then machines learn to perform a task 
more accurately through trials and errors. Machine learning 
usually uses several algorithms along with different tools 
to improve the prediction of desired outcomes [14]. 
Machine learning can be classified as supervised, 
unsupervised, and reinforced based on the algorithm it 
implements [15]. 

C. Convolutional Neural Network (CNN) 

The neural network plays a major role in this report's 
work for the classification of Diabetic Retinopathy. Neural 
networks function similarly to the neurons in the human 
brain. It is important to note that all the neurons do not 
activate at once. Neurons are activated as per the signals 
received to carry out a particular task inside the body. This 
phenomenon is exactly used as neural networking in deep 
learning. CNN is formed of a set of layers that are stacked 
together. Each layer in the architecture owns a 
convolutional operator. Usually, a neural network inputs 
data process them with multiple neurons, and then outputs 
the results through an output layer [16]. Feature extraction 
and a fully connected layer are the two main parts of a basic 
CNN architecture. The convolution tool used to separate 
and identify the various features is known as the feature 
extraction, and the fully connected layer predicts the 
classes of the images using the features extracted in the 
previous layers. 

IV. METHODOLOGY 

The proposed tree structure-based binary classifications 
of DR are illustrated in Figure 3.  

A. Preprocessing 

Foremost in the experiment, the green channel was 
extracted from the procured images after centre cropping 
them to the size of 140×205. Then those images were 
subjected to Contrast Limited Adaptive Histogram 
Equalization (CLAHE). Figure 4 shows the preprocessed 
image samples. 

 

B.  Data augmentation 

After obtaining the green channel and CLAHE 
processed images, those were subjected to data 
augmentation. The basic parameters used in this 
augmentation are flipping left, flipping right and rotation 
of 1800 as shown in Figure 5. The other data augmenting 
parameters like shearing and zooming were not used since 
they did not have much impact on feature identification. 
The augmented images were saved separately and then 
were fed to the model. Data augmentation played a major 
role in extending the dataset to 49000 images. Datasets of 
images around 35000 were mostly found in the existing 
research works and that paved the way to derive an image 
set of 49000 images for this proposed work. 

 

Fig. 3. Proposed methodology 

 

Fig. 4. Sample of RGB and pre-processed images 
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Fig. 5. Samples of data augmentation 

C. Proposed CNN Architecture 

The proposed CNN model consists of a 14 layered 
architecture as shown in Figure 6. It contains four 
Convolution 2D layers of the same format, each followed 
by a max-pooling layer. Then a flatten layer is present. 
Next, there are two dense layers, followed by a dropout 
layer for each. The Softmax classification layer is present 
at last. The learning rate of 0.01 was used for each 
convolution layer due to the use of more epochs while 
training. 

When moving deep inside the layers, the first two 

convolutional 2D layers are of kernel size (3,3) with a sum 

of 16 filters per layer. The padding 'same' is used here to 

receive the output with equal dimensions as the input. The 

ReLU activation function is used to overcome the gradient 

vanishing problem. The default stride (1,1) is used in 

addition to the above-mentioned. Each layer is followed by 

a max pooling layer with default values. The third 

Convolutional 2D layer is of kernel size (3,3) with 32 

filters. The padding ‘same’ is used with the default stride 

(1,1) and the ReLU activation function is used to activate 

the neurons [17]. A max pooling layer is followed by this 

layer.  

The fourth convolutional 2D layer is of kernel size (3,3) 

and 64 filters are available. The padding ‘same’ is used in 

this layer as well with the ReLU activation function. A Max 

pooling layer is followed as stated above. Then a flatten 

layer is used to convert the data which comes from the 

above layers into a one-dimensional array for inputting it 

to the next layer. Next, there are two Dense hidden layers 

each followed by a Dropout layer (0.5). The two Dense 

hidden layers consist of 128 units per layer with a ReLU 

activation function. The final layer is the classification 

layer with the number of classes considered for the 

classification and Softmax as the activation function. The 

model was compiled with 50 epochs, a batch size of 32, a 

learning rate of 0.01, and “Adam” as the optimizer. 

V. EXPERIMENTAL SETUP  

This section provides a brief description of the training and 

testing images, and the experimental setup of Diabetic 

retinopathy classification with the obtained testing results.  

A. Dataset 

The dataset was used in this work from the Kaggle 
dataset repository [18] which was illustrated in Figure 7. 
There are a number of datasets available for diabetic 
retinopathy in Kaggle. The dataset which was used for this 
piece of work consists of 35126 fundus images. These 
images were of size 224×224 and were centre cropped to 
140×205 to remove the black background. The objectives 
of cropping the images were to remove the black 
background as much as possible while preserving the 
majority of the retinal vessels. The number of images in the 
original dataset is given in Table I. Data augmentation is 
used to increase the number of images in each level of 
classification.

 
 

 
Fig. 6. Visualisation of the proposed CNN architecture 
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Fig. 7. Some sample images of the dataset 
 

TABLE I. THE ORIGINAL DATASET IS IN DETAIL 

Class ID Class Name Number of images 

0 No_DR 25810 

1 Mild 2443 

2 Moderate 5292 

3 Severe  873 

4 Proliferate_DR 708 

B. Tree based classification 

Here, the results for the continued binary classifications 
were obtained. The Level 1 classification started with an 
image set of 49000 images and the Level 2 started with 
24500 images per class. Finally, both Level 3(A) and Level 
3(B) started with 12250 images per class. The order of the 
classification and results are displayed in Figure 8 and 
Figure 9, respectively. 

C. Testing results 

The model was trained and tested with images on the 
basis of 80% for training and 20% for testing. Accuracy, 
Precision, Recall and F1-score were also employed by 
obtaining the results in this work. We report the particular 
equations for the above parameters as follows: 

 Accuracy = (TP + FP) / Total      (1) 

 Precision = TP / (TP + FP)      (2) 

 Recall = TP / (TP+FN)         (3) 

F1 score = 2 × (Recall × precision) / (Recall + Precision)    (4) 

Where, TP - true positive, FP - false positive, TN - true 
negative, FN - a false negative. The average results of the 
classification for 50 epochs are reported in Table II. 

 

Fig. 8.  Levels of the classification  

TABLE II. AVERAGE RESULTS OF THE CLASSIFICATION WITH 50 EPOCHS 

Classificat

ion Level 

Avg. 

Precision 

Avg. 

Recall 

Avg.  F1-

score 

Train 

Accuracy 

Test 

Accuracy 

Level 1 0.65 0.64 0.63 0.9574 0.8111 

Level 2 0.70 0.58 0.50 0.9896 0.9571 

Level 3(A) 0.66 0.64 0.62 0.9764 0.8396 

Level 3(B) 0.96 0.96 0.96 0.9957 0.9737 

 

 

 
 

 

Level 1 

Level 2 

Level 3(A) 
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Fig. 9. Model accuracy for each level against epochs 

 

All the experiments were carried out using a Virtual 
Machine (VM) from Microsoft Azure [19]. 

VI. CONCLUSION 

In this piece of work, we have illustrated a proposed 
CNN architecture to classify Diabetic Retinopathy stages 
with a novel classification tree-based structure that 
continues with binary classifications. Moreover, the use of 
preprocessing techniques, Green channel extraction, 
CLAHE, and Data augmentation played a major role in 
achieving better accuracies. Centre cropping of all the 
images to the specified dimensions made it easy to remove 
the black background of the fundus images as much as 
possible. It was found out that the removal of the eye 
borders does not affect the feature extraction since a 
majority of the features are extracted from the retinal 
vessels present. The selection of the VM on training the 
models made a huge impact on gaining more accuracy. 
Hence, it can be concluded that this study which we 
proposed has been able to propose a model for the 
classification of Diabetic Retinopathy and has achieved 
worthy results for the novel classification approaches. 
While concluding the achieved results from this piece of 
work, it was able to achieve the particular accuracies of 
81% for level 1, 96% for level 2, 84% for level 3(A), and 
97% for level 3(B) on the proposed model. Deep learning 
approaches provide better results than geometrical 
approaches [20] of medical images. The expected future 
work of this particular study is to be stretched to enhance 
this model with a novel idea of classification and compare 
it with the bag-of-features approach. 
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Abstract - The world is facing an extreme crisis due to the 
COVID-19 pandemic. The COVID-19 virus interrupts the 
world’s economy and social factors; thus, many countries fall 
into poverty. Also, they lack expertise in this field and could 
not make an effort to perform the necessary polymerase chain 
reaction (PCR) or other expensive laboratory tests. 
Therefore, it is important to find an alternative solution to the 
early prediction of COVID-19 infected persons with a low-
cost method. The objective of this study is to detect COVID-
19 infected individuals through their breathing sounds. To 
perform this task, twenty-two (22) acoustic features are 
extracted. The optimum features in each COVID-19 infected 
breathing sound is identified among these features through a 
feature engineering method. This proposed feature 
engineering method is a hybrid model that includes; statistical 
feature evaluation, PCA, and k-mean clustering techniques. 
The final results of this proposed Optimum Acoustic Feature 
Engineering (OAFE) model show that breathing sound 
signals' Kurtosis feature is more effective in distinguishing 
COVID-19 infected individuals from healthy individuals. 

Keywords - acoustic features, COVID-19 breathing 
sounds, feature engineering, k-mean, PCA 

I. INTRODUCTION 

The word COVID-19 became familiar among every 
individual worldwide due to its adverse impact on daily 
routine life [1]. The first case is reported in a patient with 
severe respiratory syndrome with cough, fever and 
dizziness at Wuhan hospital in China [2]. The lung is the 
primary respiratory organ affected by this virus [3]. Lung 
auscultation is a method that plays a vital role in examining 
respiratory disorders by distinguishing normal respiratory 
sounds from abnormal sounds [4]. Abnormal breathing 
sounds are common in society, such as; bronchial 
breathing, stridor, wheeze, rhonchus, cackles, and pleural 
friction rub. The breathing sounds of patients with COVID-
19 can be examined via lung auscultation methods [3].    

The breathing sound waveforms of both COVID-19 
infected individuals and healthy individuals are illustrated 
in Fig. 1. The normalised amplitudes of breathing sound 
signals are plotted against time. However, all characteristic 
differences and similarities may not be visualised via a 
waveform plot. Thus, further calibrations need to be done 
to identify significant signal characteristics to differentiate 
COVID-19 and healthy individual’s breathing sounds. 

The rest of the paper follows; Section II gives a 
background inspection and a literature review on audio 
signal processing applications to detect COVID-19 
breathing sounds. Section III presents the proposed 

methodology, while Section IV presents the obtained 
results. The conclusions of this study are presented at the 
end of the paper 

Fig. 1. COVID-19 and healthy breathing sounds in the time domain 

II. LITERATURE REVIEW 

Breathing is a chemical and mechanical process that 
includes inhaling and exhaling. In this process, Oxygen is 
inhaled in to the body, while Carbon Dioxide is exhaled 
[5]. Breathing is an essential process for all living 
creatures, including humans, because it impacts the whole 
body to regulate the functionalities of the organs. There are 
pathologies such as; asthma, pneumonia, and Chronic 
Obstructive Pulmonary Disease (COPD) that affect the 
breathing process [6]. Many of the pathologies undercover 
severe health problems that need proper treatment. Among 
many of these pathologies, the main problem facing the 
present society is detecting COVID-19 virus-infected 
persons. Thus, it is stated that the breathing process is the 
primary mode of transmission of the virus into the human 
respiratory system [7]. 

Many applications have already been presented for 
early diagnosis of various disorders that occur in different 
organs of the human body, mainly in the heart, brain, 
kidney, and lungs. Sound-based disorder identification 
techniques started to be experimented several years ago; 
thus, plenty of medical equipment was invented to hear and 
analyse these sounds of the human organs. The most 
significant sound analysis module is the stethoscope, which 
tends to listen to the inner sounds of hearts and lungs, 
including; murmurs, heart sounds, and breathing sounds. In 
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the modern world, Artificial Intelligence (AI) is a popular 
engineering concept; hence many of these equipments are 
developed to perform various applications, including; 
developments of smartphone apps, telemedicine, medical 
and surgery tools. Acoustic sounds would be critical data 
for future developments of these applications to identify 
COVID-19 patients. 

Among many applications, audio-based smartphone 
applications are widespread in research studies to detect 
COVID-19 patients. For example, Stasak et al. [8] 
proposed a smartphone-based speech analysis application 
to detect pathological effects relevant to COVID-19 
screening. Similarly, Imran et al. [9] proposed an AI-based 
smartphone app to detect COVID-19 infected people 
through their cough sounds. Breathing sounds are also 
integrated to screen COVID-19 infected people via 
smartphone applications. In their study, Faezipour et al. 
[10] proposed an idea to develop a smartphone-based 
breathing sound simulation app that can self-test a person’s 
breathing patterns and identify his/her breathing 
complications. The idea of this app is specifically proposed 
to detect COVID-19 patients. Despite these smartphone-
based applications, Huang et al. [3] recorded breathing 
sounds via an electronic stethoscope and sent these 
recordings to a computer-based signal analysis method. 
They used a time-frequency distribution of the waveforms 
of both COVID-19 virus-infected and healthy individuals 
to examine the characteristics in the signal patterns. Then 
these visualising results are compared with clinically 
proven data to differentiate COVID-19 and healthy people.  
Apart from identifying COVID-19 infected people through 
breathing sounds, a few more applications were developed 
to diagnose other breathing disorders. Yañez et al. [11] 
proposed a breathing rate monitoring system to use at 
home. This system allows early prediction of exacerbation 
of Chronic Obstructive Pulmonary Disease (COPD). 

Audio processing is a fast-growing method in medical 
diagnosis to categorise the most effective acoustic features. 
Many studies are conducted to find the best feature 
selection of the audio signals generated by the human body. 
For example, Milani et al. [12] examined both frequency 
and time domain acoustic features to identify normal and 
abnormal heart sounds. Nagasubramanian et al. [13] 
analysed multivariate vocal sounds and acoustic features 
with deep learning techniques to predict Parkinson disease. 
Chambres et al. [14] used mel-frequency cepstral 
coefficients (MFCC) of lung sounds to detect individuals 
with respiratory diseases. However, many research studies 
are conducted at the present day with a scope of early 
diagnosis of COVID-19 virus-infected people; but, many 
of these studies are still at the proposal stage. Therefore, in 
the near future, there could be successful outcomes from 
them. Nevertheless, this study would focus on identifying 
the most effective acoustic features to detach the breathing 
sounds of COVID-19 individuals and healthy individuals. 
Therefore, the findings of this study shall be proposed to 
apply in the future and ongoing COVID-19 breathing 
sound analysis application to invent and develop technical 
solutions for the COVID-19 pandemic. 

III. PROPOSED METHODOLOGY 

An acoustic feature-based clustering method which 
shows in Fig. 2, is proposed in this study. This proposed 
methodology carries four (4) stages; data collection, signal 

pre-processing, acoustic feature extraction, and optimum 
acoustic feature engineering. These four (4) stages conduct 
a particular task to obtain accurate outcomes in identifying 
COVID-19 and healthy individuals through their breathing 
sounds. 

A. Data collection 

The breathing sounds of COVID-19 and healthy 
individuals are collected from the Coswara open-access 
database [15], which contains various respiratory sounds, 
including; breath, cough, and voice [16]. However, only 
the breathing sounds are considered from the Coswara 
database to achieve the objective of this study. First, the 
sound quality is inspected manually before selecting the 
input sound recordings to the proposed methodology. All 
the sound recordings which are manually inspected (both 
visual and listening inspections) shows the sounds are 
incredibly in good condition. The sounds in the recordings 
are clear, and fewer background noises. A total number of 
forty (40) breathings sounds are taken for the training 
purpose, including twenty (20) sounds of each COVID-19 
and healthy individuals. Then an additional four (4) sound 
recordings are selected to test the trained model. These four 
(4) recordings include; two (2) from COVID-19 and the 
remaining two (2) from healthy individuals, but they are 
considered as unknown in the testing process. 

B. Signal pre-processing 

The proposed signal pre-processing stage includes 
noise reduction and enveloping of the selected breathing 
sound signals. Breathing sounds can be considered as soft 
and low-pitched audio signals. A Finite Impulse Response 
(FIR) filter may be a better signal filtering solution to 
reduce the background noises and stabilise the signal [17]. 
These background noises may include the different sounds 
that are produced from internal organs of the body and 
other disturbances that occur during the sound recording 
process. 

The filtered signal is then windowed with Hamming 
windowing method. The Hamming window has a fixed 
window function that can cancel the nearest side lobe of 
signals. Compared to other windowing methods, i.e. 
Hanning windowing, the performance speed and the noise 
cancellation is better in the Hamming windowing method 
[18]. 

In this study, each window of the filtered signal is 
designed for 30ms with a 10ms overlap. The proposed 
Hamming window is defined by:  

𝑤(𝑛)  = 0.54 − 0.46 cos (
2𝑛𝜋

𝑁 − 1
) 

((1) 

where ′𝑛′ is the input sample number and ′𝑁′ is the 
total number of input samples [19]. Hence, this windowed 
signal will address the discontinuity of the actual breathing 
sounds by giving a smooth and soft waveform to obtain 
more reliable information from its features.
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Fig. 2. Proposed methodology 

C. Acoustic feature extraction 

The information of each window of the breathing 
sound signals is extracted from the features of temporal, 
spectral, and frequency domains. These features are 
commonly used in different audio processing applications 
and provided acceptable results [20]. Twenty-two (22) 
multi-dimensional features are extracted from the selected 
three (3) domains. These extracted features may contain all 
key properties of the COVID-19 and healthy individual’s 
breathing sounds. A summary of extracted features is 
dispatched in Table I. 

TABLE I. EXTRACTED FEATURES 

 Feature 

Domain 
Name of the Features 

Nor of 

Features 

Extracted 

Temporal 
Zero-Crossing Rate, Energy, 

Entropy of energy 
3 

Spectral 

Spectral Centroid, Spectral 

Spread, Spectral Entropy, 

Spectral Flux, Spectral Roll-

off, Chroma Vectors   

17 

Frequency 
Harmonic Ratio, Fundamental 

Period 
2 

Total number of features extracted  22 

 

D. Optimum Acoustic Feature Engineering 

A novel feature engineering-based learning algorithm 
is proposed to achieve the stated objective of this study. 
The proposed Optimum Acoustic Feature Engineering 
(OAFE) method requires only the extracted features of 
each selected input class, such as; COVID-19 individuals 
and healthy individuals. This proposed OAFE method may 
directly influence the final data prediction; thus, it may 
provide better and most influential acoustic features from 
the extracted twenty-two (22) features. Hence, this method 
will be an effective solution to avoid misleading features. 

The statistical features such as; mean, standard 
deviation, variance, Skewness and Kurtosis are considered 
as the inter-dependent properties of each extracted twenty-
two (22) acoustic features. These statistical features may 
emphasise the inherent nature of the extracted features to 
achieve better clustering performance with higher 
accuracy. 

However, these features are in a multi-dimensional 
space which may make the final clustering process uneasy. 
Therefore, a feature dimensional reduction is conducted via 
Principal Component Analysis (PCA) to remove redundant 

features and keep the features in a low-dimensional space. 
Then, the final feature prediction is conducted through an 
unsupervised k-mean clustering algorithm to predict the 
class-based clustering to identify both COVID-19 and 
healthy individuals separately. The proposed OAFE 
process is illustrated in Fig. 3. 

As of Fig. 3, the five (5) statistical features are 
calculated for each column of the input features matrix 𝑋. 
Thus, the columns represent twenty-two (22) extracted 
features, while rows of the matrix represent the number of 
input breathing sounds. Then the output feature matrix will 
become as  𝑋𝑆𝑡𝑎𝑡 , which contains twenty-two (22) 
features as columns, while five (5) computed statistical 
features as rows. However, at the PCA dimensionality 
reduction stage, the feature matrix 𝑋𝑆𝑡𝑎𝑡  is turned 𝑋𝑃𝐶𝐴 
by having the first three (3) PCA values as columns and 
five (5) statistical features as rows. The reason for selecting 
only the first three (3) PCA values is because the PCA 
orders the eigenvectors in decreasing order, while the first 
three (3) PCAs may have a high impact on the feature 
clustering process. 

To identify the optimum acoustic feature for the 
application of COVID-19 and healthy individual’s 
breathing sound identification, the feature matrix 𝑋𝑃𝐶𝐴 is 
transposed and sent to the proposed k-mean clustering 
algorithm. Through the k-mean algorithm, the computed 
statistical features of a total of twenty-two (22) extracted 
acoustic features are ranked as highest influenced feature 
to lowest influence feature. Hence, the firmness of these 
features depends on their ranks. Therefore, the best 
influential features are considered as an optimum feature 
for the stated objective of this study. 

IV. RESULTS AND DISCUSSION 

The performance of the proposed OAFE method is 
evaluated using four (4) unknown breathing sound 
recordings. Before inputting these unknown breathing 
sounds, the training performance of the computed 𝑋𝑃𝐶𝐴 
feature matrix is assessed via computing its accuracy. 
Hence, the proposed k-mean clustering model provided 
80% of overall training accuracy for all forty (40) input 
sounds. After the training is done, the PCA-based feature 
matrices of unknown four (4) breathing sounds are fed into 
the training model. The final two class clustering outcomes 
of these four (4) breathing sounds are illustrated in Fig. 4. 

 It can be seen that all selected features in the 
transposed feature matrix of 𝑋𝑃𝐶𝐴 of all four (4) unknown 
breathing sounds distinguish two clusters; COVID-19
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Fig. 3. Optimum acoustic feature engineering method
 

individuals and healthy individuals. However, PCA3 (third 
PCA value) in the Skewness predicted wrong. When 
further evaluating this wrongly predicted PCA, it is found 
that it belongs to a COVID-19 individual’s breathing 
sound. Nevertheless, the overall performance of the 
executed statistical features of breathing sounds such as; 
mean, standard deviation, variance, Skewness, and 
Kurtosis indicated that these five (5) features extensively 
impact the stated purpose of this study. 

The traditional way of feature clustering for two or 
more classes is carried out by inputting a feature matrix (𝑋) 
containing extracted features in high dimensional or low 
dimensional space with a number of input samples/signals. 
However, the novelty of the proposed OAFE method is to 
find the optimum feature or a set of features through the 
originally extracted features. Therefore, another set of 
features (in this study, five (5) statistical features) are 
computed from the original set of features to narrow down 
the most reliable information. Hence, the OAFE method 
does not contain the number of samples/signals as its input, 
yet it only contains features of the samples/signals in both 
rows and columns. In other words, this method considers 
each feature vector of the matrix 𝑋 to calculate the five (5) 
statistical features. Thus, the combination of each feature 
vector creates a feature matrix containing; five (5) rows 
(statistical features) and twenty-two (22) columns (original 
features) before the dimensional reduction. 

 
(a) 

 

 
(b) 

 

 
(c) 
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(d) 

 
(e) 

Fig. 2. Clustering results of both COVID-19 and healthy individual’s 

breathing sounds: (a) Mean Clustering, (b) Standard Deviation Clustering, 

(c) Variance Clustering, (d) Skewness Clustering, (e) Kurtosis Clustering. 

A cluster-based evaluation is implemented to find the 
most optimistic feature/features in the dimensionality 
reduced feature matrix 𝑋𝑃𝐶𝐴. The results shown in Fig. 4 
indicate that all five (5) statistical features effectively 
classify the breathing sounds of COVID-19 and healthy 
individuals.  

TABLE II. OPTIMUM FEATURE RANKING 

Ranking in 

Descending 

Order 

PCA  
Reason for Ranking 

1 2 3 

1) Kurtosis ✓ ✓ ✓ 
Distances between cluster points are 

longer. 

2) Variance ✓ ✓ ✓ 
Distances between cluster points are less 

than Kurtosis. 

3) Mean ✓ ✓ ✓ 

Distances between cluster points are close 

to each other, but the clusters can be 

clearly defined.  

 

4) Standard 

Deviation 
✓ ✓ ✓ 

Distances between PCA1 in both clusters 

are close to each other, yet the clustering 

is acceptable. 

5) Skewness ✓ ✓ ☓ 

PCA3 of COVID-19 class clustered as a 

feature in healthy class. Thus, it is a 

wrong prediction. 

The computed features are ranked in descending order 
and dispatched in Table II based on the Euclidean distance 
between the cluster points. The results indicate that the 
most relevant optimum feature vector is Kurtosis.The 
obtained test results are further verified via a mix and 
match method that mixed up all the breathing signals used 
in training and testing. Subsequently, the trained model is 
again tested for the PCA1 to PCA3 of 𝑋𝑃𝐶𝐴 matrix of 
randomly selected twenty (20) input breathing sounds. 
Remarkably, the final clustering observation of these 
features is identical to the results obtained for four (4) 
unknown breathing sound clustering results, which the 
Skewness predicted wrong for two (2) breathing sound 
signals of COVID-19 infected individuals. Hence, the 
results of Euclidean distance between the cluster points of 
this proposed mix and match method are identical to Table 
II. Therefore, it can be noted that the proposed method is 
well accurate to address the proposed issue of identifying 
the COVID-19 infected and healthy individual’s breathing 
sounds. 

V. CONCLUSION 

Currently, the demand for an alternative PCR and 
other laboratory testing methods is higher to predict a 
COVID-19 positive individual in an early stage. This study 
displays a possible method to distinguish a COVID-19 
individual from a healthy individual. The proposed method 
is based on the feature engineering technique examined via 
twenty-two (22) acoustic features. The proposed feature 
engineering model is a hybrid model that includes; model 
1: computation of statistical features from original features 
and their dimension reduction, model 2: feature clustering. 
The novelty of this proposed feature engineering model is 
that it is altered from the traditional feature clustering 
method. The samples/signals are considered in the input 
feature matrix and the extracted features in the traditional 
method. However, the proposed acoustic feature 
engineering method relies only on the features of each 
sample/signal. 

The proposed feature engineering model examines; 
which feature is better to be used in any COVID-19 
breathing sounds related application. The early stage of this 
hybrid feature engineering method computes five (5) 
statistical features such as; mean, standard deviation, 
variance, Skewness, and Kurtosis from all originally 
extracted twenty-two (22) acoustic features. This hybrid 
feature engineering model is named Optimum Acoustic 
Feature Engineering (OAFE), narrowing down the most 
effective statistical features of the original acoustic 
features. Among these five (5) statistical features, the most 
relevant feature/features are ranked in descending order. 
As of the obtained results, the most to the least compelling 
features are Kurtosis, variance, mean, standard deviation, 
and Skewness, respectively. 

The proposed OAFE method with the signal pre-
processing and feature extraction stages can be used in 
many practical applications such as; developing 
smartphone applications or hardware implementation to 
detect COVID-19 infected persons in real-time. However, 
this OAFE method will be further expanded by integrating 
more features like cepstral, wavelet and more to improve 
its performance. Also, the proposed clustering method can 
be made more robust by adding more training and testing 
data. 
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Abstract - This paper presents a novel blockchain 
architecture to incorporate community-level trust into the 
organic food supply chain by hybridizing Proof of Authority 
(PoA) and Federated Byzantine Agreement (FBA) consensus 
protocols. Community-level trust is an important aspect in the 
organic agriculture industry. Organic farming, in most parts 
of the world, happens in small scale farms where the farmers 
represent rural and less-privileged communities. Even though 
third-party certification systems exist for quality assurance in 
organic farming, due to many socio-economic reasons, 
participatory guarantee systems (PGS) have become a 
popular alternative among organic farmers and consumers. 
However, such participatory guarantee systems are still prone 
to frauds and have limitations in scalability as well. With the 
recent rise of blockchain technology, there is an emerging 
trend to adopt blockchain technology to enhance the 
credibility of organic food supply chains and mitigate the risk 
of fraudulent transactions. However, despite the popularity of 
participatory guarantee systems among organic farmer 
communities, the blockchain researchers have paid little 
attention to develop blockchain architectures by adopting the 
community-level trust into their consensus protocols. The 
hybrid consensus mechanism presented in this paper 
addresses that gap in existing blockchain research. Apart 
from discussing the details of the proposed blockchain 
architecture and the underlying consensus protocol, this 
paper also presents a qualitative analysis on the proposed 
architecture based on expert opinions.  

Keywords - blockchain, community-level trust, Federated 
Byzantine Agreement, hybrid consensus mechanisms, proof of 
authority  

I. INTRODUCTION 

Consumer trust is an important aspect of organic 
farming. According to [1], consumer trust is a key 
prerequisite for establishing a market for credence goods, 
such as “green” products, especially when they are 
premium priced. Third-party certifications are commonly 
used to fulfill this need where a trusted organization 
accredits the quality of farming practices and the products 
of a particular farm. However, audits for such third-party 
certifications incur a significant cost for the farm being 
audited. Due to many reasons including the high cost of 
audit, third party certification is not a very trustworthy 
mechanism to ensure the credibility of organic food supply 
chains [2]. Alternatively, participatory guarantee systems 
(PGS) have become popular among organic farming 
communities, especially in rural areas since it helps avoid 
the entry barriers of third-party certification systems. 
According to [3], participatory guarantee systems are 
locally focused assurance systems that verify producers’ 
compliance to certain organic standards. PGS are based on 
active participation of stakeholders and are built on a 

foundation of trust, social networks, and knowledge 
building and exchange [3].  

According to [4], PGS are independent and 
decentralized systems of local communities that involve 
producers, consumers, students, professors, agronomists, 
etc. and the certification is based on a peer review 
conducted by the stakeholders through an annual visit to 
the farm. The key elements of this system are mentioned as 
participation, trust, transparency, learning process, 
horizontality, decentralization, formation of networks, 
local focus, and food security and sovereignty [4].  

However, this community-based certification system 
has inherent limitations which hinders the market growth 
for organic products. According to [3], in practice, PGS are 
often run and administered by NGOs or farmer´s 
associations, with limited smallholder involvement, which 
could be seen as a major flaw in terms of trustworthiness. 
Moreover, whether this community-based certification 
system could grow beyond the local market while 
preserving its original characteristics remains doubtful in 
terms of scalability. As the organic food industry has a 
potential to grow beyond local markets, the question of 
how to ensure trust still remains largely unresolved. In 
other words, it is important to research on the ways and 
means of incorporating the stakeholder communities to the 
certification process while addressing the issues of trust 
and scalability when the market is growing beyond local 
boundaries.  

In the recent past, many researchers have been 
interested in adopting blockchain technology to resolve the 
trust issue of food supply chains [5]. Blockchain refers to 
an emerging disruptive technology that enables the creation 
of decentralized information systems with immutable and 
trustworthy records of transactions. Blockchain-based 
systems in the domain of agriculture help provide a 
trustworthy link between farms and the external markets by 
keeping transaction records immutably in decentralized 
ledgers, thereby enabling the traceability of sequences of 
transactions pertaining to a particular lot of produce 
throughout its journey along the supply chain. Research on 
food supply chains mainly focus on ensuring the 
trustworthiness of the products, transparency of supply 
chain activities as well as the technicalities of the 
blockchain technology such as determining the most 
suitable architectures and consensus mechanisms which 
make the system scalable and secure [6]. Various 
traditional and hybrid consensus mechanisms have been 
proposed and tested in this context [7]. However, there is 
no evidence for a research that has attempted to incorporate 
the community’s consensus into the verification and 
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validation protocol (i.e., consensus mechanism or protocol) 
of a blockchain architecture in the organic food context. 

This research addresses the issue of developing a 
highly scalable blockchain architecture for the organic food 
supply chain with a consensus mechanism that hybridizes 
the traditional Proof of Authority (PoA) protocol with the 
Federated Byzantine Agreement (FBA) protocol. The key 
hypothesis here is that the community, as in the case of 
PGS, is a powerful component in the process of ensuring 
the credibility of organic food supply chains and hence, 
needs to be incorporated into the verification and validation 
process. However, this needs to be done without bypassing 
the formal regulatory process of the territory where the 
supply chain is being operated. It is assumed that by 
hybridizing the PoA protocol with the FBA protocol it 
would be possible to create a consensus mechanism, which 
enables the incorporation of the community dimension into 
the verification and validation process, while adhering to 
the formal regulatory procedures imposed by the governing 
bodies. Hybridizing both these consensus aims to mitigate 
the scalability issues and enhance trustworthiness. PoA is 
proposed to empower the authorized persons to propose 
blocks. While the size of the network increases, FBA 
resolves the issues of scalability and latency.  The hybrid 
blockchain architecture presented in this paper and its 
underlying consensus protocol is designed based on this 
assumption, after a thorough review of literature on 
existing consensus protocols as well as an interviewing 
process which involved different stakeholders of the 
organic food supply chain in Sri Lanka. The key objective 
of this paper is to present the details of the proposed 
blockchain architecture and also to have a discussion on the 
incorporation of community-level trust into the consensus 
mechanism pertaining to the organic food supply chain.  

The rest of this paper is organized as follows. Section 
II presents a summary of the existing literature on 
blockchain-based systems in the organic food industry. 
Section III provides an overview of current consensus 
mechanisms. Section IV then introduces the proposed 
blockchain architecture and the hybrid consensus 
mechanism. Section V carries a concept review on the 
proposed architecture as a simple qualitative analysis and 
section VI provides conclusions and directions for future 
work. 

II. LITERATURE REVIEW 

Adoption of the blockchain technology in the organic 
and other agricultural supply chains has been a trending 
topic since the recent past. Such research pays attention to 
avoiding a range of issues in agricultural supply chains 
such as inefficiencies, safety concerns and scandals, using 
blockchain technology. In [8], a blockchain-based model 
for rice supply chain management (RSCM) is proposed for 
the Food Corporation of India, to avoid significant wastage 
of rice and enhance the operational efficiency. In [9], a 
framework is proposed to trace out the major issues in 
traditional rice supply chain management and deploy 
blockchain technology to resolve these issues. In another 
notable research, a blockchain-based architecture is 
proposed for the traceability and visibility in the soybean 
supply chain [10]. In that research, an Ethereum-based 
smart contract is implemented and tested to govern and 
ensure the proper interactions among key stakeholders in 
the soybean supply chain. To ensure a high level of 

transparency and traceability, all the transactions are stored 
in the block chain’s immutable ledger with links to a 
decentralized file system (IPFS). Another traceability 
intended blockchain-based application is presented in [11], 
which focuses on the berries supply chain, with evidence 
of the proof of concept with a pilot study. Moreover, a 
commercially important blockchain implementation is 
reported in 2017 where Walmart has successfully tested 
IBM’s blockchain pilots for food provenance: pork in 
China and mangoes in America [12]. In that study, the 
challenges of implementing blockchain technology in the 
food supply chain and the opportunities for deploying 
blockchain solutions are also highlighted. Besides, an IoT-
based blockchain architecture for enhanced transparency 
and traceability in food supply chains is proposed in [13].   

Despite the undeniable benefits of blockchain, 
technical challenges and barriers to the adoption still 
remain. A study on the challenges and potential use of 
blockchain for assuring traceability and authenticity in the 
food supply chains is reported in [14] whereas another 
study on the challenges of adopting blockchain in food 
supply chains as well as a potential future direction by 
integrating blockchain with IoT is discussed in [15].  

A few researches have been done on the adoption of 
blockchain technology in the organic food supply chains as 
well. [16] evaluates the application of blockchain 
technology to improve organic or fair-trade food 
traceability from “Farm to Fork” in light of European 
regulations with the intention of shedding light on the 
challenges in the organic food chain to overcome, the 
drivers for blockchain technology, and the challenges in 
current projects. The findings of the research highlights, 
among a few more, 1. optimizing chain partner 
collaboration and, 2. the selection of data to capture in the 
blockchain as key challenges. Furthermore, easy 
verification of certification data, accountability, improved 
risk management, insight into trade transactions, simplified 
data collection and exchange, and improved 
communication are highlighted as key benefits. Moreover, 
a prototype implementation of a blockchain-based system 
addressing the traceability issue in organic food supply 
chains is presented in [17].  

III. OVERVIEW OF CONSENSUS MECHANISMS 

Consensus mechanism or protocol plays a critical role 
in the implementation of a blockchain-based system. In 
other words, it can be considered as the backbone of 
blockchain technology. In literature, there are numerous 
consensus mechanisms reported, each with their own 
strengths and weaknesses [18]. As the applications’ 
complexity grows, researchers have proposed hybrid 
consensus mechanisms where the features of traditional 
consensus mechanisms like Proof of Work (PoW) and 
Proof of Stake (PoS) are combined to have more advanced 
functionality. This section summarizes some existing 
literature on hybrid consensus protocols and introduces the 
two consensus protocols hybridized in this particular study 
to create a community-based blockchain architecture.  

An improved hybrid consensus algorithm is proposed 
in [19], combining advantages of the Practical Byzantine 
Fault Tolerance (PBFT) algorithm and the POS algorithm. 
According to them, the proposed algorithm reduces the 
number of consensus nodes to a constant value by 
verifiable pseudorandom sortition and performs 
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transaction witness between nodes. The improved 
algorithm is tested and verified in terms of throughput, 
scalability, and latency. In [20], for incognito payments 
like tips, a hybrid consensus mechanism is proposed, which 
consists of a public and private blockchain. The public 
blockchain is based on the Federated Byzantine Agreement 
(FBA) consensus algorithm while BRAVO's private, 
incognito blockchain is based on an anonymizing Proof-of-
Stake algorithm, which gives the end-users control on 
transaction speed, privacy, and cost. Furthermore, a hybrid 
consensus model (PSC-Bchain) composed of Proof of 
Credibility (PoC) and PoS consensus algorithms have been 
proposed in [21]. The PoS consensus is proposed as a 
means of saving energy. PoC is used to address the problem 
of coin collapse found in the PoS consensus method, and 
for credibility verification with the function of attack 
deterrence. Moreover, the model has combined a sharing 
mechanism with the proposed hybrid approach to 
emphasize security. The study has compared attack 
execution on both the classical blockchain and proposed 
hybrid blockchain, and also presented an attack analysis 
and security analysis. The experiment results have 
confirmed the enhanced scalability and performance of the 
blockchain-based e-voting system. Most of the existing 
studies on hybrid consensus mechanisms have focused on 
enhancing the security and scalability challenges. Notably, 
there is very little research in the agriculture domain, if not 
none, reported to have studied the adoptability of hybrid 
consensus mechanisms in their blockchain architectures.   
Given the nature of the problem being investigated, this 
study proposes to hybridize the PoA and FBA consensus 
protocols. The selection of these two protocols is based on 
a thorough desk review of existing consensus mechanisms 
[18] pertaining to the problem being investigated.  

A. Proof of Authority (PoA) 

The concept of Proof of Authority (PoA) was coined 
in 2015 by Gavin Wood, co-founder of Ethereum and 
Parity Technologies.  Later in 2017, a solution to spam 
attacks on Ethereum’s Ropsten test network using PoA was 
proposed [22]. Recently, the PoA protocol was adopted by 
commercial platforms such as Microsoft Azure, Ethereum 
Express, POA Network and VeChain [23]. PoA is 
considered a modified mechanism of Proof of Stake (PoS), 
which leverages the identity as a form of stake instead of a 
wealth (Ex. crypto tokens). Unlike Proof of Work (PoW), 
PoA eliminates the need of high computational power to 
validate a block. The core of this consensus is to empower 
the pre-authorized persons to create a new block of 
transactions by considering their individual identity as a 
stake. In other words, the block creator in PoA protocol 
puts his or her authority at stake when authorizing a 
transaction into the block. This acts as the key control 
mechanism to eliminate fraudulent transactions from the 
network. 

Even though PoA is adopted by some public block 
chains, it still lacks the full decentralization. The validator 
should be an identifiable participant and selected among 
the pre-authorized nodes by the network, thus the potential 
validator group is often relatively small compared tothe 
entire network [23]. Hence, it is more scalable while the 
group of validators are limited. Inherent features of PoA 
reveals that, though it sacrifices its decentralization, it 

achieves high throughput and scalability, and it is well 
suitable for private blockchains [23]. 

B. Federated Byzantine Agreement (FBA) 

Federated Byzantine Agreement is a consensus 
protocol stemming from the famous Byzantine Generals 
Problem [24], which explains a situation of avoiding 
complete failure of a decentralized peer-to-peer system 
while reaching a common consensus among majority, even 
though some of them are malicious. Other consensus 
protocols which belong to the same family includes the 
famous Proof of Work (Pow) protocol by Satoshi 
Nakamoto, the founder(s) of Bitcoin system as well as the 
protocols such as Practical Byzantine Fault Tolerance 
(PBFT) [25] and Delegated Byzantine Fault Tolerance 
(DBFT) [26]. PBFT is a promising consensus protocol, 
which is scalable when the group of nodes is small but 
becomes inefficient for large scale of networks [27]. DBFT 
is an advanced version of PBFT, which overcomes the 
scalability issue. FBA is the latest addition to the family, 
which ensures a robust decentralized system with the help 
of a concept called quorum slice [28], [29]. Several 
commercial blockchain systems such as Ripple and Steller 
have adopted FBA successfully [30]. FBA is the most 
preferred protocol among the members of the BFT family 
because of its high throughput, network scalability, and 
low transaction costs [31].  

As mentioned before, the novelty of FBA is its use of 
the concept of quorum slice to establish trust [29]. By 
definition, a quorum is a group of nodes that require to 
attain common agreement while communicating with each 
other. A quorum slice is a subset of a quorum, which is a 
small group of nodes in the system who have reached a 
consensus. In the FBA protocol, each participant node can 
choose which other nodes they trust, and their list of trusted 
nodes forms their quorum slice. Accordingly, it allows 
open-membership and forms decentralization. Quorum 
slices can be formed dynamically, thus an individual node 
can appear on multiple quorum slices called quorum 
intersection. This overlapping helps to achieve common 
consensus in a decentralized peer-to-peer network. 
Through the process of collective decision-making, it can 
surpass the impact of a faulty node's action. 

Despite the promising advantages, the FBA has some 
shortcomings as well [32]. In this mechanism, each 
participant node can choose which other nodes they trust, 
and their list of trusted nodes forms their quorum slice. In 
such a situation, the nodes usually choose the nodes with a 
higher reputation. In other words, whether FBA actually 
reduces centrality is questionable and only a few studies 
have been done to elaborate on this. In [32] they have 
proposed a reputation mechanism to incentivize all the 
peers to be validators in a democratic way in order to be 
trusted by other peers in the network.  

IV. PROPOSED FRAMEWORK 

The proposed framework encompasses all the 
processes of the organic food supply chain, from the farm 
to the end customer. However, in order to reduce the 
complexity of the initial model, the processes are limited to 
those that involve the farmer and supermarket. The 
important component of transportation has been removed 
from this version of the framework but will be included in 
the future frameworks. As depicted by Fig. 1, at each of 
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these supply chain components, there is a set of actions that 
need to be recorded in the blockchain system. The role of 
the consensus protocol is to keep those actions securely 
(immutably) recorded in the system so they could be traced 
back to recall the history.  

 

Fig. 1. Overview of the blockchain system 

There are two possibilities with regards to a supply 
chain action. First, the action could be fraudulent. For 
example, it could be an action, which is not compatible 
with the concept of organic farming such as a farmer 
mixing synthetic fertilizers with organic fertilizers. Such 
actions should not be allowed to be recorded in the system. 
Second, a particular farmer or supermarket would attempt 
to alter an action, which is already stored in the system, 
maliciously. For example, one might attempt to change the 
recorded figures in a quality test report. Avoiding both of 
these possibilities is critical to ensure consumer trust on the 
organic food supply chain.  

A blockchain system consists of a consortium of 
members known as nodes, who actively take part in the 
process of verification and validation of blocks. In the 
proposed architecture, there are two groups of members, 
namely, consortium members and community members. 
Consortium members are those who have a formal 
authority vested by the regulatory bodies to oversee, 
approve, and regulate actions in the organic food supply 
chain. For example, the agricultural inspector (AI) is a 
government appointed officer who has the authority to 
approve/verify some actions of farmers. Community 
members represent the communities of interest such as 
consumers, professionals, researchers, religious leaders, 
social activists, etc. These members do not have a formal 
authority but their participation in the verification and 
validation process of a particular action is very much 
influential to avoid fraudulent actions as well as alterations 
of records pertaining to past actions. Thus, in the proposed 
architecture, the involvement of the community members 
is considered vital in the process of validating a block.  

A. Block creation 

Block creation in the proposed architecture is done by 
the members of the first group (i.e., the group of members 
with authority).  In the proposed architecture, block 
creation happens according to the PoA protocol.  The 
member with the relevant authority pertaining to a 
particular action is given the chance to create a block and 
insert the record of the respective action into that block. 
However, the validation of the block (i.e., permitting the 
block to be added to the existing chain of blocks) is done 
based on a quantity defined as the stake of the member. The 
stake of a particular member is determined by the following 
formula.  

𝑆𝑖 = 𝐴𝑖 + 𝑅𝑖 + 𝑇𝑖    (1) 

Here, 𝑆𝑖 is the stake of the ith member of the system 
and 𝐴𝑖 , 𝑅𝑖 and 𝑇𝑖 are the authority level, reputation and the 
duration served of that member. Authority is coming from 
the position the respective member holds and the duration 
served is computed using the period in service. Reputation 
is a value attributed to the block creator by the community 
(i.e., the second group of members). The reputation is 
computed by the following formula.  

𝑅𝑖 = 𝐶𝑖 + 𝑄𝑖 + 𝑃𝑖
′ + 𝑃𝑖

′′  (2) 

Here,  

𝐶𝑖: Number of social connections of the ith member  

𝑄𝑖: Number of intersecting quorum slices of the ith 

member 

𝑃𝑖
′: The probability of creating a block 

𝑃𝑖
′′: Probability of success in validation 

B. Community-level trust 

Notably, the reputation (R) is a quantity related to the 

social recognition of the respective member. In other 

words, the community-level trust is incorporated into the 

system through this quantity of reputation (R). Thus, 

according to the equation (ii), the reputation is computed 

by involving the FBA protocol. To achieve a consensus, 

master node (i.e., node i) has to convince its own quorum 

slice rather than convincing a lot of nodes to trust. 

Accordingly, by the quorum intersection structure, the 

majority of the network nodes would be convinced, since 

each node trusts every other node on the network. Thus, by 

communicating with each other, if only the system-wide 

consensus is reached, that block is approved as a valid 

block and is appended to the existing chain of blocks. 

C. Regulatory governance procedure – rewards and 

penalties 

Participants’ honesty and engagement can make the system 

stable or unstable. The system needs to have control 

mechanisms put in place to encourage transparent and 

legitimate actions while penalizing fraudulent actions. 

Thus, a reward and penalty mechanism is a necessity for 

the system. In the proposed system, this reward and penalty 

mechanism is driven by a quantity called trust index (I), 

which is defined by the following formula. 

𝐼𝑖 =  𝑃𝑖
′ + 𝑃𝑖

′′   (3) 
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Here,  
𝑃𝑖

′: The probability of creating a block 

𝑃𝑖
′′: Probability of success in validation 

The block creating node gets a reward for each 
successful validated block and the validating nodes in the 
block also get rewarded accordingly for the contribution to 
validate the block. This mechanism ensures the continuous 
engagement of the validators and helps sustain the 
blockchain system in the long run. There is also a penalty 
mechanism to remove a block creator from the consortium 
for any fraudulent activity after setting its trust index to 
zero. 

D. System overview 

The proposed blockchain system works as follows. 
The actors involved with the organic food supply chain do 
actions and transactions. When an action or a transaction is 
initiated, a member from the consortium members will 
become the master node, which is the member who has the 
highest stake to initiate a block. As mentioned earlier, the 
master node is a consortium member who has a formal 
authority to oversee, authorize and regulate actions and 
transactions of supply chain actors. As represented by 
equation (i), authority is a component of the stake of the 
consortium member. Thus, this part comes from the PoA 
component of the architecture. 

Once a block is initialized, the master node attempts to 
reach a consensus in its own quorum slice. If a consensus 
is reached within that quorum slice, the members of that 
quorum slice communicate it to the other quorum slices 
they are involved in, through the quorum intersection 
structure. If a substantial percentage of the network reaches 
a consensus, the block is said to bevalidated and is added 
to the existing blockchain. This part of the consensus 
mechanism comes from the FBA component of the 
architecture.  

As an example, if a farmer needs to record a seed 
certificate he just obtained in the blockchain, the 
agricultural officer is the formally authorized person to 
initiate the block when he signs the certificate. For the 
agricultural officer to initiate this block, he must have the 
required stake set by the system. In other words, the 
reputation of the agricultural inspector as well as the 
duration in the system will also affect the ability to initiate 
the block. After initiating the block, the agricultural 
inspector must convince the members of his quorum slice, 
who could also represent communities of interest such as 
the local head of police, the religious priests, other 
neighbouring farmers, professionals, etc. If a consensus 
was reached within the slice, the individual members can 
propagate the details of the block to their other quorum 
slices through quorum interactions. Through this 
mechanism, it is expected to reach deeper into communities 
of interest. If and only if a significant percentage (say 67%) 
of the network reaches consensus, the respective block 
carrying the record of the seed certificate would be added 
to the blockchain. The idea of quorum slices is depicted by 
Fig. 2. 

 

 

 

 

Fig. 2. An example of quorum slices having key officials in the 

intersections 

V. CONCEPT REVIEW OF THE PROPOSED ARCHITECTURE  

As the proposed framework is yet to be implemented 
and tested, as a first phase of validation, a concept level 
validation of the architecture was done with the 
involvement of experts in blockchain technology. A series 
of open-ended interviews were conducted with two 
academics with a sound track record in blockchain research 
as well as a practitioner from a leading software 
development company in Sri Lanka. The interviews were 
basically conductedfocusing on the novelty and potential 
validity of the idea of adopting the community-level trust 
into a blockchain consensus protocol. According to the 
feedback of the experts, incorporation of community-level 
trust into the consensus protocol is a novel and a desired 
idea. Moreover, according to the experts’ 1) incorporating 
the stakeholder communities to the certification process 
will strengthen the trust over the product 2) hybridizing the 
consensus protocol will mitigate the lapse of each and 
enhance the security and scalability of the system 3) a good 
incentive mechanism is required for the system to sustain 
4) a solid reward mechanism and meticulous penalty 
mechanism should be defined to make the participants 
behave honestly. The experts’ feedback further included 
some key limitations such as the difficulty of maintaining 
the credibility of the system while confronting the cultural 
barriers and social norms.  

VI. CONCLUSION AND FUTURE WORK 

The architecture presented in this paper is novel 
mainly due to the hybridization of two existing consensus 
protocols, namely, the Proof of Authority (PoA) and 
Federated Byzantine Agreement (FBA). Through this 
hybridization it is expected to obtain better consumer trust 
due to the incorporation of community-level trust into the 
consensus protocol as well as due to the enhanced 
transparency and scalability resulting from that. Besides, 
this is one of the very few hybrid blockchain architectures 
proposed aiming at the organic food supply chain. This 
paper explains the conceptual design of the proposed 
blockchain architecture in detail, giving insights into the 
basic components of the hybrid consensus mechanism. 
Furthermore, it presents a concept-level validation of the 
idea of incorporating community-level trust into the 
consensus protocol of the blockchain architecture, with the 
involvement of a few active researchers and practitioners.  
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However, this conceptual design needs to be tested to 
see its dynamic properties such as sustainability and 
scalability. After all, there is a highly significant social 
component due to the involvement of communities of 
interest in the block validation process. As this might bring 
lots of human-behaviour related dynamics into the actual 
behaviour of this blockchain system, the scalability and 
sustainability of this architecture is very much 
unpredictable. Hence, the testing of this system is thought 
to be done best in a simulation environment rather than in 
a real environment. There, the agent-based social 
simulation (ABSS) is looked at as a candidate approach in 
the testing process. As ABSS is acknowledged as the third 
way of doing science [33], mainly due to its ability to study 
emergent properties of complex social systems, it seems to 
be well suited to the testing of a complex system like this. 
Thus, future work of this research would be conducting 
experiments on the dynamic properties of the proposed 
blockchain architecture using the ABSS approach. Such 
experiments would reveal the potential limitations of the 
design and allow necessary corrective actions to be taken. 
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Abstract - Recent research implies that people’s urge to 
stay healthy and fit has drastically improved and currently, 
many people are in need to maintain their physical fitness 
incorporating healthy food habits into their lives amidst 
hectic urban lifestyles. Thus, nutrition applications are 
mushrooming in the fitness domain to aid people to improve 
their dietary intake, track weight-related elements, and 
generate meal plans. Considering the applications that are 
typically built for meal planning, it was apparent that 
personalized nutrition incorporated with healthy meal 
suggestions is not well addressed, and hence the need for a 
personalized meal recommendation system that assists the 
users to achieve their fitness goals is identified. Learning 
users’ food preferences and delivering food recommendations 
that plead to their taste and satisfy nutritional guidelines are 
challenging. Due to the lack of access to a proper meal 
planning application or without professional help most users 
follow ineffective, generic meal plans which hinder them from 
achieving their fitness goals and often cause long-term and 
short-term health complications. The proposed 
implementation aims to bridge the gap between the existing 
meal planning applications and the potential need for a 
personalized healthy meal plan. This paper succinctly 
presents the design and implementation of the proposed 
personalized and healthy meal recommendation system and 
further discusses the architecture and the evaluation of the 
design solution.  

Keywords - automated meal planning, content-based 
filtering, personal nutrition, personalized meal planning, 
recommender system 

I. INTRODUCTION 

People’s lifestyles have changed lately and they tend to 
consume more calories with less nutritional value, and 
these improper eating habits are extremely dangerous to 
one’s health. It is indubitable that unhealthy eating habits 
can lead to deprivation of the right nutrition and eventually 
resulting in overweight, obesity, or malnutrition. As per the 
past literature, 80% of deaths referred to ten major ailments 
were related to improper eating habits [1]. Increased risk of 
strokes, diabetes, cardiac diseases, cancers, tooth decay, 
osteoporosis, depression symptoms, high cholesterol 
levels, high blood pressure are some remarkable short-term 
and lifelong ailments that could implicitly exhibit in 
individuals due to poor nutrition [2]. Global nutrition 
statistics demonstrated that people do not have adequate 
knowledge about the right nutrition which later results in 
macronutrient malnutrition [3]. Moreover, healthy meal 
planning requires a discerning knowledge about nutritional 
adequacy, gender, age, and level of physical activity which 
in most cases act as an obstacle to most individuals. Hence, 
even though healthy meal planning is starting to gain 
attention among people, these barriers discourage 

individuals from adjusting their food habits to favor a 
healthier diet. The unavailability of finding healthy food 
alternatives that fit user tastes acts as one of the main 
barriers among individuals which hinders them from 
achieving their fitness goals. Learning users’ meal 
preferences is a mandatory step in recommending healthy 
foods that users are more likely to find desirable. Despite 
the presence of personalized meal planning applications 
which have been specifically designed for the 
personalization of meal plans, many approaches still suffer 
from major limitations. PlateJoy [4], a personalized meal 
planning application, elicits users’ meal preferences in the 
form of a questionnaire. 

“(a) How often do you eat meat? No restrictions, No 
Red Meat, Pescatarian, Flexitarian, Vegetarian, Vegan 

(b) Are there ingredients you prefer to avoid? Added 
sugar, Avocado, Beef, Bell pepper, Chicken” 

Depending on the users’ answers to the questions the 
application recommends a meal plan by avoiding distinctly 
unacceptable food choices made by the user, and thus only 
capable of recommending a meal plan of coarse-grained 
food preferences. Moreover, the application only focuses 
on delivering a personalized meal plan without embedding 
the nutritional guidelines.  

Another main barrier that has been identified by the 
authors is the lack of meal planning approaches that take 
user’s physiological data and plan their meals to meet the 
daily nutritional requirements by incorporating standard 
nutritional guidelines.  

It is proven that the adoption of the right nutrition 
practices has been shown to be beneficial to prevent many 
non-communicable diseases [1] [5]. Drawbacks and 
limitations of previous meal planning approaches call the 
sheer lack of a meal planning system that correctly caters 
to meet the user’s nutritional requirements and user’s meal 
preferences. Hence, the proposed solution presents a meal 
planning approach that is focused on mitigating the issues 
in the meal planning domain and delivering the following 
features.  

1. The delivery of a meal planning approach that 
delivers fine-grained user preferences by learning 
the user’s meal preferences. 

2. The delivery of a meal planning approach that 
integrates the nutritional guidelines to cater 
nutritional requirements of the user.  
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Personalization of meal planning is a lively research 
hitch focused on adding personalization capabilities in the 
meal recommendation domain. Recommender systems 
have been identified as the most successful tool which is 
capable of personalizing processes over several domains 
[6]. E-commerce [7], finance, marketing, tourism [8], and 
many other domains are using recommender systems to 
support users to deliver recommendations in an overloaded 
information context [9]–[13]. The proposed 
implementation contributes at developing and integrating a 
recommender system model that incorporates both user 
preferences and nutritional requirements in the food 
recommendation domain. 

The proposed system will get users basic information 
(age, weight, height, gender) and user goals (weight loss/ 
weight gain/ maintain current weight) followed up by user 
meal preferences by asking a simple questionnaire. The 
level of physical activity (sedentary, lightly active, 
moderately active, very active) is taken as an input to the 
meal recommendation system as a parameter of the 
physical level of engagement of the user. The system then 
queries the Basal Metabolic Rate (BMR) and estimates the 
Daily Calorie Allowance for the user depending on the 
fitness goal based on various nutrition health 
measurements [14] [15]. The proposed system finally 
presents a weekly meal plan to achieve the user’s fitness 
goal that fulfills the nutritional requirements of the user 
after refining the meals to best match with the user’s taste. 
This paper is focused on developing a personalized meal 
recommendation system for healthy users that will 
eventually prevent the users from major chronic diseases 
related to unhealthy eating habits. 

The remainder of the paper is organized as follows. 
Section II discusses the existing approaches in the meal 
planning domain and their corresponding gaps. Section III 
presents the design approach of the proposed 
implementation and section IV further discusses the system 
design architecture of the overall solution. Section V 
discusses the implementation of the proposed personalized 
and healthy meal planning system. Section VI presents the 
evaluation of the proposed system and section VII 
comprises the discussion. Section VIII finally concludes 
the paper. 

II. RELATED WORK 

Referring to the preceding literature, it is recognized 
that a multitude of studies have been conducted in the meal 
planning domain over the past years [16]–[23]. This section 
discusses the related work conducted on the food 
recommendation domain with correspondence to their 
gaps. 

Eat This Much approach provides users with daily pre-
defined meal plans fulfilling Calorie Intake (CI) level as 
stated by the user as a user input [24]. However, this 
approach has some limitations. This allows the user to 
select his meal preferences by distinctly avoiding certain 
food categories rather than allowing them to log their food 
preferences directly into the system which will finally 
result in suggesting coarse-grained food preferences. The 
approach does not deliver a meal plan adhering to the 
nutritional guidelines; hence the approach does not address 
the requirements of the user group who lacks adequate 
nutritional knowledge and thus fails in delivering a healthy 
meal recommendation. 

 

 
Fig.1. Screenshot of Eat-this-much application 

 

MakeMyPlate approach lets the user restore an already 
existing recipe with another [25]. But the drawback of this 
approach is that the system doesn’t substantiate as to 
whether the replaced recipe is calorically equivalent with 
the initial recipe substituted by the user. Therefore, 
substituting meals as per the desire of the user might result 
in a caloric imbalance between the original meal and the 
replacement meal. Additionally, the approach does not 
deliver personalized meal recommendations to match the 
user’s taste. 

Another existing meal planning approach is 
MyFitnessPal which takes in the user’s physiological 
information, desired weight, and outputs the daily calorie 
allowance for the user [26]. The approach does not display 
any intelligent behavior. It merely acts as a calorie counter 
for a particular user without even setting up meal plans.  

The authors in [27] present the use of ingredient 
substitution on how ingredients can be fit well together as 
a means to get personalized recommendations. By 
observing the observations and the test results, authors in 
[27] have concluded that this approach can predict users’ 
preference for a recipe, but the whole list of ingredients is 
not taken into consideration. This research only focuses on 
predicting food recipes that adhere to user preferences and 
doesn’t take the fitness goal of the user into consideration. 

Table I summarizes the existing approaches in the meal 
planning domain in relation to the tracking of calorie 
consumption, delivery of personalized meal 
recommendations, and adherence to the nutritional 
guidelines. 

TABLE I.   SUMMARY OF EXISTING APPROACHES IN MEAL 

RECOMMENDATION DOMAIN 

Related work Tracking 

of calories 

allowed 

Delivery of 

personalized 

meal plans 

Adherence to 

nutritional 

guidelines 

Eat-This-Much [24] ✔   

Make My Plate [25] ✔   

MyFitnessPal [26] ✔   

LoseIt [28] ✔   

PlateJoy [4] ✔ ✔  

Teng et al. [27] ✔   

Yang et al. [29] ✔ ✔ ✔ 

Nutrino [30] ✔ ✔  

BNF’s Meal Plan [31]   ✔ 

 
Following the existing approaches in the meal 

recommendation domain, it is identified that the taken 
approaches are not focused on delivering a healthy meal 
plan which is fine-grained to the user's personal 
preferences. 
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The authors in [29] presented an approach to deliver a 
personalized and a healthy meal plan. However, their 
approach was limited to research on exploiting visual food 
features. Hence the approach followed in this paper will 
adhere to the delivery of a personalized and a healthy 
weekly meal plan to achieve the fitness goals of the users.  

III. DESIGN APPROACH 

This section describes the design approach of the 

proposed system with detailed explanations with relevance 

to the selection of the most appropriate technology in the 

context of use. The proposed implementation of the 

personalized and healthy meal recommender system is 

designed in a way by considering the user group opinions 

gathered from the initial survey conducted by the authors 

and by addressing the gaps of existing meal planning 

approaches in the domain and by incorporating nutritional 

measurements as depicted in Fig. 2. 

 

 
Fig.2. System design of proposed implementation 

A. Initial survey 

It was decided to conduct an initial survey to capture 

the sentiments of the individuals and to verify the 

perception held by individuals regarding the meal planning 

approaches. Additionally, the survey was aimed at 

understanding the barriers related to personalized and 

healthy meal planning. The survey was conducted targeting 

Sri Lankan individuals both residents and overseas Sri 

Lankans. The sample size of the survey was 103 

participants. The participants were assessed based on their 

nutritional knowledge on meal preparation and asked to 

state their opinions on the need for a personalized and 

healthy meal plan to use in aid to achieve their fitness goals. 

A summary of the responses gathered is depicted in Fig. 3 

and Fig. 4. 

 
Fig.3 Challenges faced by individuals in healthy meal planning.  

 
Fig. 4. Summary of responses for the need of the system. 

 

The initial survey was additionally aimed at gathering 

the fitness goals of the general public, energy intake, 

physical activity level of individuals, other hindrances in 

healthy meal planning in order to deliver a more user-

friendly meal planning approach. According to the 

nutritional survey statistics that have been conducted 

previously and as per the results obtained from the initial 

survey, only less than 5% of the participants could answer 

the knowledge about macronutrients (carbohydrate, 

protein, and fat) correctly. Moreover, 83 participants out of 

103 participants, a percentage of 80.6% have stated the 

need for a personalized and healthy meal recommender 

system as in Fig.4 and hence the requirement for the 

proposed implementation was verified.  

B. Selection of recommender system  

The design for the recommender system in the 
proposed implementation has been conceived in an attempt 
to overcome the limitations faced by existing meal 
recommendation approaches. Hence, the most suited 
recommender system needs to be integrated into the system 
to deliver more fine-grained meal preferences by learning 
the taste of the user. 

Gunawardana and Shani [32] identify two main tasks 
related to recommender systems as prediction task and 
recommendation task. In relation to the context of use and 
the working principles beneath the Recommendation 
Systems, RSs have been classified into some popular 
groups namely collaborative filtering, content-based 
filtering, and demographic filtering. Other categories are 
knowledge-based and constraint-based recommender 
systems [33]. Out of the aforementioned popular categories 
of RSs, content-based and collaborative filtering 
recommender systems are successful in the personalization 
process.  

Authors in [34] have used collaborative filtering 
methods in the recommendation of food recipes and have 
concluded that content-based filtering strategies can be 
used to achieve more sensible accuracy and coverage. They 
have found only a marginal boost in the accuracy when 
collaborative filtering strategies are utilized [34]. Another 
major problem of the collaborative filtering approach is the 
method of combining and weighing the preferences of user 
neighbors. Knowledge-based recommender systems use 
users’ preferences in the recommendation and the 
constraint-based recommender approach sets constraints 
like daily fat, carbohydrate, and protein intake limitations. 

Content-based recommender systems rely on meta-
data or features from individual items to recommend items 
that can be used in this context. Content-based filtering has 
been constructed to recommend similar item 
recommendations by analyzing the content of the user's 
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previous preferences [33]. Hence, the approach followed in 
this paper will adhere to the content-based filtering 
methodology with consideration to the context of use.  

As authors in [35] addressed, embedding more rules 
and constraints in the recommender system will help in the 
improvement of the accuracy of the recommender system. 
The right balance between the nutritional needs of the user 
and the user's taste needs to be acknowledged rather than 
delivering recommendations in an isolated fashion. For 
instance, recommendations only based on user preferences 
may invigorate unhealthy eating patterns. Thus, the 
originality of this work also lies in coalescing more 
nutritional constraints in the system concerning user’s 
physiological information and delivering fine-grained 
user-preferred meal plans. 

IV. SYSTEM DESIGN ARCHITECTURE 

The design architecture of the overall system is 
presented in this section with detailed designs and 
explanations, prioritized by the sequence of the design. To 
address the issue at hand, the authors have proposed a meal 
recommendation module consisting of a query module, 
recommender system, and a knowledge base (recipe data 
and nutritional information) as illustrated in Fig. 5. 

 

Fig.5. System design of the proposed implementation 

The proposed implementation delivers an 
encompassment of a multitude of competence suited for 
recommending a personalized and healthy meal plan to 
achieve user fitness goals. The user’s physiological 
information such as age, gender, current weight, height is 
taken as inputs to the system. Additionally, the goal weight 
of the user is taken as the fitness goal of the user. The user’s 
fitness goal might be to lose weight, gain weight, or 
maintain the current weight. Therefore, meal 
recommendation is done in the order of the following steps. 

1. Calculation of the user’s caloric needs in 

correspondence to his BMR and the goal weight. 

2. Delivery of fine-grained personalized meals to 

plead the user's taste. 

3. Translation of daily calorie allowance into an 

actual meal plan and, optimizing and scaling the 

personalized meal recipes to meet the daily caloric 

allowance and the daily macronutrient 

requirement of the user. 

 
The query module is specifically designed to compute 

the Basal Metabolic Rate (BMR) to determine the Daily 
Calorie Allowance of the user based on user inputs of age, 
gender, weight, height, and fitness goal. Harris-Benedict 
[36] equations and Mifflin St. Jeor [37] equations are the 
most adopted formulas used by nutritionists in the 

calculations of Basal Metabolic Rate. The Mifflin St. Jeor 
equation is able to assess the weight more accurately with 
the changes in the lifestyle. In comparison to the Harris-
Benedict formula, Mifflin St. Jeor’s formula is having an 
improvement of 5% in the accuracy [38]. The following 
equations (Eq.1 and Eq.2) account for determining the 
BMR of males and females using the Mifflin St. Jeor 
formula.  

 𝐵𝑀𝑅𝑚𝑎𝑙𝑒 = 10 ∗ 𝑤𝑒𝑖𝑔ℎ𝑡 + 6.25 ∗ ℎ𝑒𝑖𝑔ℎ𝑡 − 5 ∗ 𝑎𝑔𝑒 + 5      
(1)                                                                       (1)                        

 𝐵𝑀𝑅𝑓𝑒𝑚𝑎𝑙𝑒 = 10 ∗ 𝑤𝑒𝑖𝑔ℎ𝑡 + 6.25 ∗ ℎ𝑒𝑖𝑔ℎ𝑡 − 5 ∗ 𝑎𝑔𝑒 − 161    

(2)                                                              (2) 

To query the Total Energy Expenditure, BMR and the 
level of physical activity (PAL value) is taken into 
consideration. Energy expenditure and energy requirement 
are highly dependent on the Physical Activity Level (PAL). 
The level of physical activity is classified into 5 main 
categories by the 1981 FAO/WHO/UNU expert 
consultation (WHO, 1985) and given a range of PAL 
values based on the level of physical activity as stated in 
Table II [39]. Thus, Total Energy Expenditure can be 
calculated by multiplying the BMR and the corresponding 
PAL value given concerning the level of physical activity 
of the user.  

TABLE II. CLASSIFICATION OF LIFESTYLE AS PER THE LEVEL OF 

PHYSICAL ACTIVITY 

 

Body mass change is associated with the daily caloric 
deficiency or a caloric surplus. A calorie deficiency results 
in weight loss while a calorie surplus results in weight gain. 
Likewise, a caloric balance between the caloric intake and 
the caloric expenditure results in maintaining the 
weight. As per the research conducted by the National 
Institute of Health in the USA, 3500 kcals per pound 
(0.45kg) rule can be used in achieving the fitness goals in 
the nutrition domain which states that cumulative energy 
deficiency of 3500 kcals is the equivalent of the loss of 1 
pound per body weight [40]. The weekly steady rate of 
weight loss is considered to be one pound (0.45kg) i.e., 500 
Kcal daily deficiency. Accordingly, a daily caloric surplus 
of 500kCals would result in a weight gain of 1 pound per 
week. Health Promotion guidelines state that Caloric 
Intake estimations for adult females and males range from 
1600 to 2400 and 2000 to 3000 respectively based on their 
level of engagement of physical activity [41]. Moreover, 
females and males are not recommended to consume less 
than 1200 and 1500 kcals respectively [41]. Therefore, 
when recommending the daily calorie allowance to achieve 
user fitness goals, the aforementioned rules have been 
implemented in the proposed implementation of the 
personalized and healthy meal recommender system. The 
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proposed implementation is designed in a way to suggest 
the number of weeks (n) to reach the expected target weight 
(w’) of the user (Eq. 3). 

 𝑛 =
1

7
(

|𝑤−𝑤′|
|𝐶𝐼−𝑇𝐸𝐸|

500

) (3) 

After querying the daily calorie allowance (CI), the 
personalized meal plan recommendation module aims at 
giving out personalized and healthy meal 
recommendations by translating the calculated caloric 
intake into an actual meal plan as sketched in Fig.5. This 
module uses a content-based recommender system to 
deliver fine-grained personal preferences. The content-
based model fabricated in this research utilizes Latent 
Dirichlet Allocation (LDA) as a topic model to generate 
tags to group similar items of the recipes in the dataset in 
order to finally recommend personalized recipes based on 
the user’s previous meal preferences. The similarity 
between the user preferred meal and all the recipe profiles 
in the dataset is obtained from cosine similarity. This is a 
semantic similarity measure that takes the cosine angle of 
two vectors to calculate the similarity as stated in Eq.4 [33].  

 𝑠𝑖𝑚(𝑖, 𝑗) =  
𝑟𝑖.𝑟𝑗

∥𝑟𝑖∥2∥𝑟𝑗∥2
 =  

∑𝑢 𝑟𝑖,𝑢𝑟𝑗,𝑢

√∑𝑢 𝑟𝑖,𝑢
2 √∑𝑢 𝑟𝑗,𝑢

2
 (4) 

In the proposed implementation, the user is given the 
chance to enter at least 3 user-preferred recipes via the 
application. During recommendation, the cosine similarity 
metrics are calculated from the recipes’ feature vector and 
the user’s preferred feature vector retrieved from user 
input. Hence the top 100 recipes are recommended in the 
descending order of similarity score to best match the 
recipes w.r.t user-preferred meals.  

Subsequently, this initial set of personalized recipes is 
passed into the Nutritional Assessment Module. This 
module is designed to translate the daily caloric allowance 
into an actual meal plan by taking macronutrient 
distribution into consideration. The system will utilize the 
recommended daily protein requirement (>= 0.8g/kg/day) 
as per the standard dietary guidelines and hence satisfy the 
daily protein need of the user [42]. Moreover, the system 
filters the fat percentage of the recommended recipes to be 
a minimum of 40% as recommended in guidelines in order 
to deliver a healthy meal recommendation [43]. After 
determining the appropriate macronutrient composition, 
the final phase of the personalized meal planning is to 
optimize the top-recommended recipes by the content-
based recommender system. To do so, the top recipes 
recommended by the content-based recommender system 
are scaled to match the user’s caloric need and filtered 
based on the rules implemented by the nutritional 
assessment module. The daily calorie allowance of the user 
is distributed equally among breakfast, lunch, and dinner. 
The proposed implementation finally outputs a weekly 
meal plan for breakfast, lunch, and dinner with the number 
of calories, portion size, link for the recipe, and a pie chart 
for macronutrient composition of the recommended recipe.  

V. SYSTEM IMPLEMENTATION 

This section describes the implementations carried out 
in each component of the system with regards to the 
methodologies and designs described in the previous 
sections.  

A. Data set preparation 

The recipe data set is scraped from allrecipes.com 
using python, selenium, and chrome web driver. Over 5000 
recipes are scraped including the title of the recipe, 
ingredients, ratings, cook time, servings, calorie, protein, 
carbohydrate, cholesterol, fat, sodium, and ranking of the 
recipe. The recipe data with no nutritional information is 
eliminated and data types for cook time, calorie, protein, 
carbohydrate, fat, and rankings are changed to int and float 
data types. NLTK and Gensim libraries are used to clean 
and preprocess the dataset. Fig.6. illustrates a screenshot of 
the preprocessed dataset.  

 

Fig.6. Screenshot of the preprocessed dataset 

 

B. Content-based recommender system 

In order to recommend fine-grained personalized 
recipes, it is important to provide labels to each recipe in 
the preprocessed dataset. For this topic-modeling purpose, 
authors have utilized the LDA model to have probability 
distribution across labeled topics as discussed in section 
IV. The LDA model is implemented after choosing the 
optimal number of topics and, by tuning the 
hyperparameters to improve the accuracy of the model as 
further discussed in section VI under evaluation of the 
recommender system. Fig.7 depicts the parameters used to 
build the optimized LDA model.   

 

Fig.7. Building the LDA model 

 Next, the LDA model is used to create an LDA matrix 
that holds the probability distribution for every recipe in 
the dataset as presented in Fig.8. Probability distribution 
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retrieved from the LDA matrix is utilized in the content-
based recommender system to deliver personalized recipes 
based on the user's preferred recipes. 

 

Fig.8. Screenshot of the probability distribution of topics in the dataset
  

C. Web application  

 The proposed system is implemented as a web 
application using python for the server-side development 
and the application is deployed in streamlit. The 
application takes in the user’s personal information (age, 
gender, current weight, and height), user target weight, and 
user meal preferences via the user interface of the 
application. Fig.9 and Fig.10 demonstrate the UI 
implementation of the web application. 

 

Fig.9. UI implementation of web application 

 

Fig.10. UI implementation of web application 

 The proposed implementation allows the user to add an 
optional filter for cook time to recommend recipes to 
prepare meals in less than 30 minutes. This was a user 
suggestion in the initial survey conducted by the authors at 
the initial phase of gathering user requirements. Upon the 
submission of the required information, the application 
outputs a weekly meal plan for breakfast, lunch, and dinner 
as demonstrated in Fig.11. 

 

Fig.11. UI implementation of web application 

VI. EVALUATION 

The following section describes in detail how the 
proposed implementation of the personalized meal 
recommendation module is evaluated using different 
approaches, namely: (A) the validation and correctness of 
the recommender system, (B) evaluation by a real audience 
to determine the success at meeting the initially set 
objectives of the project. 

A. Evaluation and validation of the recommender system 

In order to test the quality of a recommendation system 
model, several evaluation metrics can be employed. The 
recommender system model incorporated in the proposed 
implementation is the Latent Dirichlet Allocation (LDA) 
model. This section describes a quantitative evaluation of 
the LDA model. Topic coherence and perplexity measures 
are some adopted intrinsic evaluation metrics that can be 
used to judge how good a given model is [44]. There were 
studies that argue the perplexity measure is sometimes not 
correlated with the human judgment of the model [45]. 
Thus, topic coherence is used to measure the semantic 
similarity between topics inferred by the model.  

The LDA model is initially developed with 10 
different topics where each topic is a mix of keywords and 
each keyword contributes a certain weightage to the topic. 
The baseline coherence score is 0.383 when the LDA 
model is built with default settings. The optimum number 
of topics needs to be determined in order to improve the 
baseline coherence score of the model. The graph in Fig. 
12 presents the coherence score (c_v) over the number of 
topics (n). The highest coherence score is yielded when the 
number of topics is in the range of 7 to 8.  
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Fig.12. Coherence score over # of topics to determine the optimal # of 
topics 

Additionally, optimal document-topic density (alpha) 
and word-topic density (beta) parameters need to be 
determined to improve the coherence score of the model. 
Using the LDA tuning results, it was observed that using a 
topic distribution of 8 and alpha of 0.01 and beta of 1, an 
improvement of 9.138% in coherence score over the 
baseline coherence value can be achieved.  

Mean cosine similarity between content-based 
recommender system and raking-based recommender 
system for 1000 simulations is considered in order to 
validate the content-based recommender system. Ranking 
based recommender system is implemented to suggest 
recipes based on the ‘ranking’ of the recipes. Content-
based recommender system is implemented to randomly 
pick 3 recipes to mimic the user behavior of choosing meal 
preferences via the web application. Both the systems were 
filtered based on the rules developed in the nutritional 
assessment module. Based on the results, the content-based 
recommender system scores a mean cosine similarity of 
0.47 and the rank-based recommender system scores a 
mean similarity of 0.23 where the content-based 
recommender system scores remarkably a high mean 
similarity for 1000 simulations. The graph in Fig.13 
illustrates the comparison between the mean similarity 
score of the two systems over 1000 simulations. 

 

Fig.13. Graph of mean similarity score of content-based and rank-based 
systems 

A. Evaluation by a real audience using the post-

evaluation survey 

Considering the initially set objectives in developing a 
personalized and healthy meal planning approach, it was 
decided to evaluate the system using a post-evaluation 
survey upon the completion of the relevant 
implementations. For evaluating the effectiveness of the 
proposed implementation, it was planned to conduct the 
experiment by allowing the participants to use the 
application deployed in streamlit over a period of one 
week. Phase 1 of the post-evaluation survey aimed at 

targeting 10 individuals from Sri Lanka. Participants were 
given an introduction about how to use the application and 
asked to assess the application based on their user 
experience after the completion of the week. Following the 
completion of one week, all the responses of the 10 
individuals were collected.  

The majority of the participants rated the application 
positively as shown in Fig. 14. The country was in a 
locked-down state when the experiment was conducted 
thus people were not allowed to step out to prepare the meal 
plans suggested by the system. Hence, none of the 
participants have used the meal plans recommended by the 
system. Moreover, the recipe data set used is scraped from 
allrecipes.com which includes foreign recipes which was a 
drawback in the participants’ point of view. 

 

Fig.14. Summary of post-evaluation survey phase 01(one-time user) 

Meals suggested by the application are mostly 
Malaysian, Japanese, and Australian cuisines. Therefore, it 
was decided to conduct Phase 02 of the post-evaluation 
survey targeting Sri Lankan participants currently living in 
Japan, Australia, and Malaysia. 

As all of the participants are supposed to follow 
healthy meal plans, it was decided to choose individuals 
from a social media fitness group who are keen on planning 
their meals healthy. Among the individuals selected, 5 
participants have followed the diet plan recommended by 
the application over a week. The majority of the 
participants rated the experience of the application from 
average to excellent. All of the participants have confirmed 
that the meals suggested by the application are 
personalized, healthy, and support the individuals in 
achieving their fitness goals. Fig.15 depicts the summary 
of ratings of post-evaluation survey phase 02 based on a 
one-week user experience. 

 

Fig.15. Summary of post-evaluation survey phase 02(one-week user 
experience) 
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VII. DISCUSSION 

The existing studies in the meal planning domain focus 
solely on the meal plan generation task, while this paper 
proposes to provide a full-fledged solution for a more 
personalized and nutritional meal plan to achieve the 
fitness goals of the user. In general most of the food 
recommender systems play a better role in tracking the 
calorie consumption of the user, but do not adhere to 
provide the user the adequate nutritional needs or to help 
the user to achieve fitness goals [16], [17], [19]–[29], [34], 
[42], [46]–[59]. The primary objective of this paper is to 
understand the obstacles related to meal planning and thus, 
mitigate the shortcomings of delivery of a personalized and 
healthy meal plan.  

The initial survey responses concluded that the 
majority of the individuals out of the 103 participants did 
not have adequate knowledge to plan their meals healthily. 
80.6% of the participants were aware that unhealthy eating 
habits lead to major health diseases and over 80% of 
participants would likely to use a meal planner. It was 
evident that participants lack the adequate nutritional 
knowledge to plan their meals from the responses of the 
nutritional survey conducted along with the initial survey. 
It was mostly cumbersome to stick to a meal plan which 
did not go hand in hand with user taste. Based on the 
responses, participants have claimed the necessity of a 
meal of their choices which follows nutritional guidelines 
as presented below [60]. 

“I think many people lack the nutritional knowledge and 
do not know how to loose weight or gain weight by keeping 
track of their meals.” 

“I do not tend to learn or keep track of all the nutritional 
values of the food I consume, so it's best to let a meal 
planner take care of it to me. But this again depend on how 
intrusive such an option in day to day life would be, for 
example having to consume food that do not align with my 
tastes is a negative.” 

“I would always prefer to stick to a healthy and 
personalized meal plan. But since I lack the nutritional 
knowledge on how to prepare a meal plan on my own, I 
would surely use a meal planner that does the work for 
me.” 

By analyzing the results obtained from the initial 
survey, it was determined that there exists a need for 
personalized and healthy meal plans in aid to achieve user 
fitness goals [60]. It was also identified that a combination 
of personalized and healthy meal planning approaches is 
favorable for many users.   

Presenting a new web application and leaving a 
positive impression while engaging in the application is 
challenging. The authors of the proposed system ensure 
that the user interface (UI) design encompasses 
minimalistic UIs to make the application visually appealing 
to deliver a more aesthetically pleasing experience to 
motivate the users to follow along. The user requirements 
and perceptions about existing meal planning approaches 
are gathered during the initial phase of planning the system 
and thus the system is designed in a way to eliminate the 
complicated UIs and over flooding of information. The 
macronutrient distribution of the recommended recipes 
suggested by the system illustrates in pie charts to make 

more sense to the user that later got positive comments in 
the post-evaluation survey.  

The authors have conducted three surveys from the 
initial stage of planning the design, to the final phase of the 
proposed implementation. The results of the surveys are 
summarized below. 

1. Out of 103 individuals who participated in the 
initial survey, a majority of them know that 
unhealthy eating habits lead to major ailments and 
hence in need of a personalized and healthy meal 
recommendation application. 

2. The participants of the post-evaluation survey 
have concluded that the proposed implementation 
of the personalized meal planner application 
delivers healthy meal plans and supports in 
achieving their fitness goals. 

3. Overall a positive perception was observed in the 
participants regarding the helpfulness of the 
implemented meal recommendation application 
for the users to achieve their fitness goals. 

A. Limitations 

One of the major limitations of the design 
methodology of the proposed implementation is currently 
the application is targeting healthy individuals with no 
medical complications. Due to the complexity of dealing 
with medical cases, and since it needs a lot of expert 
intervention, the current implementation of the proposed 
system aimed at delivering a healthy meal plan to a healthy 
user which will ensure that a user follows a healthy diet. It 
was evident that people eating unhealthy food choices and 
lacking the knowledge of nutrition may eventually lead to 
major chronic diseases which ultimately lead to premature 
death. Hence, the proposed implementation aims to deliver 
healthy meal recommendations which also pleads with 
their taste.  

VIII. CONCLUSION AND FURTHER WORK 

Following the inspection of existing meal planning 
approaches and their gaps, this paper presents a meal 
planning approach both personalized and healthy in aid to 
achieve user fitness goals. According to the past literature 
and the observations gathered during the various stages of 
design methodology, the following conclusions regarding 
the involvement of personalization and nutritional 
guidelines in the food recommendation can be identified. 

1. Delivery of a meal recommendation application 
considering the user's meal preferences motivates 
the user to follow a healthy meal plan. 

2. Delivery of a meal recommendation application 
considering nutritional constraints like 
macronutrient distribution has a positive impact in 
achieving the user fitness goals. 

3. Delivery of a combination of both personalized 
and healthy meal recommendations is optimal for 
greater impact in achieving user fitness goals. 

 
Further work of this paper will include an investigation 

of the possibility to integrate the capability of considering 
medical complications of the users in the meal 
recommendation. 
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Abstract - The study proposes a deep learning-based 
pesticides prescription system for leaf diseases of home 
garden crops in Sri Lanka.  It is an intelligent system to get 
suitable pesticides prescriptions for plant leaf diseases. Home 
gardening has become popular and is rapid because of the 
current pandemic situation. However, plant diseases are a 
major problem in gardening activities, even in a home garden 
or in a commercial garden. Identifying and finding a solution 
for the plant disease is a big challenge for home gardeners 
rather than commercial farmers. The proposed system of 
deep learning-based pesticides prescription system for leaf 
diseases of home garden crops in Sri Lanka will be the best 
solution for identifying and finding a solution to the plant 
diseases. The system is using a trained model for prescribing 
pesticides. The model was built using the deep learning 
method and trained in the supervised learning process. The 
convolutional neural network algorithm was used in the 
model. Transfer learning with AlexNet pre-trained model was 
used to increase the performance in the proposed solution and 
the best accuracy of 88.64% was achieved in the experiments. 

Keywords - convolutional neural network, leaf diseases, 
Machine Learning, pesticides 

I. INTRODUCTION 

Agriculture is one of the major livelihoods in Sri 
Lanka. People are engaging in cultivation in commercial 
gardens and also at a smaller level, in home gardens. While 
engaging in gardening, diseases to the crops are one of the 
major problems. Commercial farmers may have some 
knowledge of crop diseases and pesticides, but home 
gardeners do not have much knowledge of them. Even in 
some cases commercial farmers also fail to identify some 
diseases. So, in that situation, both must consult with some 
agricultural experts to find a solution. Home gardeners, 
however, don’t have the luxury of time to spend consulting 
experts to find solutions to these diseases. So, they may 
search and find some unsuitable pesticides through the 
Internet or somewhere else and spend their money on it. In 
most cases, this may not work and thus demotivated, may 
even leave their home gardening activity. A smart solution 
to solve this problem may be feasible. 

Deep learning-based pesticides prescription system for 
leaf diseases of home garden crops in Sri Lanka is a smart 
solution for this problem. A person without proper 
knowledge of crop diseases and pesticides also can use this 
system. Using this system, a user can simply input an image 
of a leaf that was affected by the disease and get the 
appropriate pesticide to cure that disease, as the output. 
Some diseases can’t be easily identified by even an 
experienced farmer, so it will be a challenging thing for 
home gardeners. But this system can easily identify the 
disease and prescribe the pesticide as well. The system  
 

mostly focuses on home garden crops, but whatever 
the crop in the home garden, it is also cultivated in 
commercial gardens. So, the system is not limited to a 
home garden, it can be used in a wide range like home 
gardens and larger gardens as well. Home gardeners would 
be most benefited by this proposed system. 

The proposed system is using a trained model for 
prescribing pesticides. The model was build using the deep 
learning method and trained in the supervised learning 
process. The convolutional neural network algorithm was 
used in the model. The transfer learning method was used 
to increase the performance of the model. AlexNet was 
used as the pre-trained model for the transfer learning 
process. So, using this system the users can easily get the 
suitable and correct pesticide prescription for the leaf 
diseases. 

II. LITERATURE REVIEW 

In [1] authors evaluate the applicability of deep 
convolutional neural networks for the classification of 
plant diseases. They focused on two popular architectures, 
namely AlexNet and GoogLeNet. They analysed the 
performance of both these architectures on the PlantVillage 
dataset by training the model from scratch in one case, and 
then by adapting already trained models using transfer 
learning. In the case of transfer learning, they re-initialize 
the weights of layer fc8 in the case of AlexNet. They have 
achieved an accuracy level of 99.35%. 

In [2] authors proposed a deep convolutional neural 
network model based on AlexNet and GoogLeNet to 
identify apple leaf diseases. The AlexNet gave a good 
recognition ability and obtains an average accuracy of 
91.19%. 

In [5] authors proposed a plant disease identification 
model framework based on deep learning. The RPN 
algorithm is used to train the leaf dataset in the complex 
environment, and the frame regression neural network and 
classification neural network is used to locate and retrieve 
the diseased leaves in the complex environment. The 
Chan–Vese algorithm is used to segment the image of 
diseased leaves. Resnet-101 was selected as the pretraining 
model, and the network is trained by using the dataset of 
disease leaves under a simple background. According to 
the comparison results, the average correct rate of their 
proposed method is 83.75%. 

In [7] authors used the K-means clustering method for 
the segmentation of the image. They implemented their 
proposed methodology using Optimized Deep Neural 
network with Jaya algorithm in Python platform. The 
performance of their proposed method DNN-JOA is 
estimated and compared with the performance of existing 
classifiers such as ANN, DAE, and DNN. Using the 
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DNN_JOA classifier the highest accuracy is achieved for 
the blast affected leaf image which is 98.9%. 

In [8] authors used K-means clustering, Support 
Vector Machine, and advance neural network for making 
an image classification model. K-Means algorithm is used 
to cluster the images, and then multiclass SVM is used for 
the classification process. The average accuracy of the 
classification of the proposed method is 95.83%. 

III. METHODOLOGY 

The system of Deep learning-based pesticides 
prescription system for leaf diseases of home garden crops 
in Sri Lanka has a trained model to prescribe pesticides for 
leaf diseases. So, in the proposed solution, the deep 
learning method was used, and the model was trained by a 
supervised learning approach. The convolutional neural 
network is a kind of deep neural network and it's commonly 
used to analysing visual imagery. It's a regularized version 
of multilayer perceptron. As the research is based on 
analysing the images, in the model training, Convolutional 
Neural Network has been used and the transfer learning 
technique also has been used to get the advantage of the 
AlexNet model. The high-level architecture diagram of the 
proposed system is shown in Fig. 1. 

 

Fig. 1. The high-level architecture of the proposed system 

Using transfer learning to train a model is more 
efficient than training a model from the scratch, and 
transfer learning has a higher start, higher slope, and higher 
asymptote. So, in the proposed system, the transfer learning 
technique has been used to increase the performance level 
and save time. The performance graph of the model with 
transfer learning and without transfer learning is shown in 
Fig. 2.  

 

Fig. 2. Performance graph of learning types 

The AlexNet model was used as the pre-trained model 
in the transfer learning process because the AlexNet is one 
of the best models which trained with a huge amount of 
data. The architecture of the AlexNet model is shown in 
Fig. 3. During the model training in the proposed system, 
the last layer of the AlexNet was reshaped and trained. 

 
Fig. 3. The architecture of the AlexNet model 

The dataset of images for training the model was 
collected from the Internet. As the research is focusing on 
Sri Lankan plants, it’s difficult to find many plant types on 
the Internet. So, here only three types of plants and only 
twelve different diseases of those plants are used for the 
research. The images are in RGB colour format, and the 
size of the images is 256 x 256. Nineteen thousand and 
sixty-four leaf images were collected as the dataset. The 
dataset has twelve different diseases on three types of 
plants. Dataset also has healthy leaf images of those three 
plants. So, in the dataset, there are fifteen different types of 
classes available. Some sample images from the dataset are 
shown in Fig. 4.  

 
Fig. 4. Sample images from the dataset 

The data of pesticide details are also needed for model 
training to be used as the labels. Pesticides are called 
chemical control for plant diseases. Some diseases can’t be 
cured by applying any chemicals. In this case, if the disease 
is severe, it must remove the affected plant from the garden. 
There will be a different chemical to control each leaf 
disease of crops. The chemical control methods of the 
selected twelve leaf diseases have been collected from the 
datasheets on the Internet. To control the leaf disease, the 
gardener must use a pesticide that contains the chemical 
which can control the specific disease. Then using the 
chemical control method details, the suitable pesticide 
details are also collected from the Internet. Since there are 
a lot of pesticide brands available, brands available in Sri 
Lanka should be identified. Thereafter, the prescribed 
pesticide can be locally bought by the customers. 
According to the findings in Table I, eleven diseases can be 
controlled by pesticides and one disease has no chemical 
control. The other three classes are healthy which do not 
need any usage of pesticides. So, now the dataset has 
nineteen thousand and sixty-four leaf images which fall 
under fifteen classes and has the pesticides data with the 
suitable chemical control methods of those diseases. 

The experiment was done in the Jupyter Notebook 
editor using Python programming language. The model 
training was done using PyTorch open-source machine 
learning library. In addition to that, some python libraries 
also have been used. 

Another important thing in the machine learning 
experiment is dataset preparation. The dataset has to be 
split for training, validation, and testing. So, the dataset was 
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split as 80% for training, 10% for validation, and 10% for 
testing. 

TABLE I. DISEASE AND PESTICIDE DETAILS 

Plant Leaf Disease Chemical Control Pesticide 

Bell pepper Bacterial spot Copper fungicide Manar Maneb 

Bell pepper Healthy No chemical needed 
No pesticides 

needed 

Potato Early blight Mancozeb 
Hayleys 

Mancozeb 

Potato Healthy No chemical needed 
No pesticides 

needed 

Potato Late blight Mancozeb 
Hayleys 

Mancozeb 

Tomato Bacterial spot Copper fungicide Manar Maneb 

Tomato Early blight Mancozeb 
Hayleys 

Mancozeb 

Tomato Healthy No chemical needed 
No pesticides 

needed 

Tomato Late blight Mancozeb 
Hayleys 

Mancozeb 

Tomato Leaf mold Chlorothalonil 
Ronil 

Chlorothalonil 

Tomato Mosaic virus No chemical control 
No pesticides 

available 

Tomato 
Septoria leaf 

spot 
Chlorothalonil 

Antracol 

Propineb 

Tomato Target spot Chlorothalonil 
Antracol 

Propineb 

Tomato 
Two-spotted 

spider mite 
Abamectin 

Mig 

Abamectin 

Tomato 
Yellow leaf 

curl virus 
Imidacloprid 

Kobra 

Imidacloprid 

 

 

The training dataset will be used for training the 
model. The validation dataset will be used for frequent 
unbiased evaluation of the model. This will be used to fine-
tune the model's hyperparameters. The test dataset will be 
used to do the unbiased evaluation of the final trained 
model after the completion of training. 

The model was trained in the system which has the CPU 
configuration of Intel(R) Core (TM) i7=4510U CPU @ 
2.0GHz and the memory configuration of 8.0 GB DDR3. 
The dataset has a huge number of files, with nearly a 
thousand images per class. It is a very time-consuming task 
with the normal CPU. To minimize the training time, it 
must use a GPU. In the model training, the GPU of 
NVIDIA GeForce 840M was used in the system. 

In the dataset, the images may not be of the same size. 
Most neural networks expect a fixed image size. So, it must 
transform the image into a specified size before loading the 
data to train the model. 

In the proposed system, the transfer learning method 
was used and the AlexNet model was used as the pre-
trained model for that. Therefore, it must reshape the last 
layer of the AlexNet before training. In the proposed 
system, currently, there are fifteen classes. According to 

that, while initializing the model, it must reshape the 
number of neurons in the last layer to fifteen. 

In neural network training, the optimizer is used to 
change the attributes like weight, biases, and learning rate 
to reduce the loss. It makes the training process fast. 

The important thing in the experiment is the model 
training. Training the model means, learning the best 
values for the weights and bias from the examples. In 
supervised machine learning, the algorithm builds a model 
by examining many examples and try to find a model that 
minimizes loss. The model was trained with five hundred 
epochs. The learning algorithm will find the pattern in the 
training data that map the input data attributes to the target, 
and it outputs a model that captures these patterns. 

IV. RESULTS AND DISCUSSION 

The training process took six hundred and twenty-nine 
minutes and thirty-five seconds to finish the five hundred 
epochs. As a result of the experiment, the best accuracy of 
88.64% was achieved during the training. The accuracy 
change over the number of the epoch is shown in Fig. 5, 
and the loss change over the number of the epoch is shown 
in Fig. 6. 

 
Fig. 5. Accuracy graph of training 

 
Fig. 6. Loss graph of training 

The evaluation process is an important step in machine 
learning experiments. Through the evaluation process, one 
can find how well the trained model is performing. There 
are some evaluation metrics to measure the quality of the 
machine learning model. To evaluate the model, the test 
dataset can be used. This set of data is fully new and unseen 
data to the model. So, unbiased results of the evaluation can 
be gained from this. So, for the evaluation process, first, a 
confusion matrix is obtained as shown in Table II. 
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TABLE II. CONFUSION MATRIX FOR TEST RESULT 

9

6 
4 1 0 0 0 0 0 0 0 0 0 0 0 0 

1 

1

4

8 

0 0 0 0 0 0 0 0 0 0 0 0 0 

1 0 
9

8 
0 0 0 0 0 0 0 0 1 0 0 0 

0 0 0 
1

5 
1 0 0 0 0 0 0 0 0 0 0 
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0
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0 
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1
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1
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1
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1

1
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1

1 
0 

2 0 0 0 0 0 0 8 0 0 0 0 
1

7 

1

3

6 

6 

1 0 0 0 0 0 0 0 0 1 0 0 0 0 

1

6

3 

 

Then to evaluate the model, the accuracy, precision, 
recall, and F1 score must be calculated. 

Accuracy = Correct predictionsTotal number of predictions       (1) 

Precision =True positives(True positives + False positives)             (2) 

Recall =True positives(True positives + False negatives)    (3) 

F1 =2 * (Precision * Recall)(Precision + Recall)     (4) 

 

According to the results shown in Table III, for each 
evaluation matrices, the performance of the model can be 
evaluated. 

TABLE III. EVALUATION OF RESULTS 

 Precision Recall F1 score 

Class 0 0.92 0.95 0.94 

Class 1 0.94 0.99 0.97 

Class 2 0.90 0.98 0.94 

Class 3 0.68 0.94 0.79 

Class 4 0.91 0.64 0.75 

Class 5 0.92 0.97 0.94 

Class 6 0.96 0.48 0.64 

Class 7 0.83 0.99 0.91 

Class 8 0.89 0.83 0.86 

Class 9 0.88 0.89 0.88 

Class 10 0.93 0.97 0.95 

Class 11 0.90 0.92 0.91 

Class 12 0.73 0.78 0.75 

Class 13 0.86 0.80 0.83 

Class 14 0.89 0.99 0.94 

 

Macro avg 0.88 0.87 0.87 

 

Accuracy 0.88 

 

The experiment was carried out by using different 
methods to find a better solution for the dataset. During the 
experiments, the CNN model was trained from scratch by 
using the selected sample from the dataset with a selected 
number of epochs. The accuracy and loss graph of the CNN 
model training is shown in Fig. 7 and Fig. 8. The model 
using transfer learning with AlexNet was trained by using 
the same selected dataset sample with the same selected 
number of epochs. The accuracy and loss graph of the 
transfer learning with AlexNet model training is shown in 
Fig. 9 and Fig. 10. Using the same selected sample dataset, 
the experiment was also carried out by using the SVM 
classifier. The accuracy result of each experiment is shown 
in Table IV. 

 
Fig. 7. Accuracy graph of CNN training 

 

 
Fig. 8. Loss graph of CNN training 

 

 
Fig. 9. Accuracy graph of AlexNet transfer learning 
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Fig. 10. Loss graph of AlexNet transfer learning 

TABLE IV. ACCURACY OF EXPERIMENTAL RESULT 

 Accuracy 

CNN from scratch 69.75% 

SVM 73.13% 

Transfer learning with AlexNet 81.50% 

 

According to the above results, transfer learning with 
AlexNet gave the best accuracy level. Therefore, this will 
be the best fitting method for the dataset. In the final 
implementation for the proposed system, the model 
training was carried out by using the method of, transfer 
learning with the AlexNet model. An example input of a 
diseased leaf image to the implemented system is shown in 
Fig. 11, and the pesticide prescription from the system for 
that input is shown in Fig. 12. 

 
Fig. 11. The sample input image to the system 

 

 

Fig. 12. A prescription from the system for the input 

V. CONCLUSION 

As Sri Lanka is an agricultural country, a solution for 
leaf diseases is an important thing. According to the current 
pandemic situation, the need for a smart solution emerged. 
To solve this issue using a computerized system, multiple 
machine learning models were trained and tested. 
According to the experimental results, the proposed system 

is performing well in prescribing the most suitable 
pesticide for leaf diseases. There may be some existing 
systems to predict plant diseases, but the proposed system 
directly predicts suitable pesticides and it's a localized 
system for Sri Lanka. So, the proposed system, Deep 
learning-based pesticides prescription system for leaf 
diseases of home garden crops in Sri Lanka will be a great 
solution. 
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Abstract - Having a rich human resource is critical for an 

organization to move towards success. Especially, for business 
organizations such as technology companies, the human 
resource is the driving factor of the company's growth which 
depends on employees' motivation, skills and quality of work. 
Employees often change their jobs when they are not satisfied 
with it. Different factors may cause a change in the level of job 
satisfaction of an employee. For example, the dynamic nature 
of the Information Technology (IT) industry is an impactful 
factor that determines the job satisfaction of IT professionals. 
Foreseeing the employees' job satisfaction makes it easy for a 
company to take swift actions to improve the job satisfaction 
of its employees. In this research, we analyzed the 
effectiveness of machine learning (ML) methods for 
predicting job satisfaction using employee job profiles. There 
are job-specific factors in each job domain, and those factors 
may influence job satisfaction levels. Therefore, this research 
focused on the following fundamental questions: 1) How do 
existing ML models perform when predicting job satisfaction 
of software developers? 2) Can the job satisfaction prediction 
models be generalized to the other job roles in the IT 
industry? This study compared the performance of 
classification models: Random Forest (RF), Logistic 
Regression (LR), Support Vector Machine (SVM), and 
Neural Network (NN) in predicting the level of job 
satisfaction. Our experiments used two benchmark datasets: 
Stack Overflow developer survey and IBM HR analytics 
dataset. The experimental analysis shows that both employee-
related factors and company-related factors contribute 
similarly to predicting job satisfaction. On average, the above 
ML models predict the job satisfaction of software developers 
with an accuracy of around 79%. 

Keywords - classification models, data mining, job 
satisfaction, machine learning 

I. INTRODUCTION 

Human resource is the most important factor for the 
success of any organization. Therefore, most organizations 
and companies are seeking talented, knowledgeable and 
experienced candidates for their job openings. Due to the 
technological advancements and complex lifestyles of the 
modern people, the current job market shows rapid 
changes. New jobs are being created, and some of the 
existing jobs have been taken over by new technologies. 
For example, robots are serving at some of the airports to 
do certain tasks which were performed by human 
employees. With these drastic changes, employees are 
migrating to demanding jobs to discover their passion and 
to satisfy their life expectations.  Job satisfaction is an 
important aspect due to the fact that it represents an overall 
summary of how an individual feel about a lifetime of work 
[1]. Therefore, job satisfaction can be described as a 
pleasurable or positive emotional state from the appraisal 
in any field of interest. Employees who are satisfied with 
their jobs have the enthusiasm to drive the company 

towards success while improving themselves. Thus, 
employee job satisfaction is a vital factor that needs to be 
considered in the recruitment process. However, it is a 
challenging task to select the most suitable candidate from 
a plethora of applicants. There are popular filtering 
mechanisms used in human resource departments, which 
are mostly manual processes. For example, filtering 
candidates based on different factors in their resumes such 
as working experience and educational background. Owing 
to the new technologies and innovations, companies are 
moving towards novel techniques to make decisions 
regarding new recruits [2]. If the Human Resource (HR) 
managers can foresee the job satisfaction of a person, it will 
bring numerous benefits in terms of competitive advantage 
and efficiency in the recruitment process. On the other 
hand, it is beneficial for the employees to choose jobs with 
high job satisfaction. Different factors may influence the 
level of job satisfaction of an employee. For example, 
social, cultural and political factors such as employee 
salary, age, education level, and the complexity of the work 
to be done are some of the main influential factors for the 
level of job satisfaction. Nevertheless, the causes of 
employee job satisfaction or dissatisfaction mainly depend 
on the field that the employee works. 

Various methods are available to predict job 
satisfaction. However, to the best of our knowledge, 
existing research is not focusing on predicting job 
satisfaction using machine learning (ML) techniques 
considering both employees' background data and 
company-related factors. In this research, we analyzed the 
performance of several ML models based on two case 
studies namely Stack Overflow developer surveys 
[12][26][27] and IBM HR analytics [25]. Different features 
extracted from the Stack Overflow developer survey were 
used to predict the job satisfaction of software developers. 
Then the study was extended to generalize the prediction 
model for predicting job satisfaction of other job roles in 
the IT industry (generalized model). Features extracted 
from IBM HR analytic dataset were used for the 
generalized model.  We considered four different 
classifiers namely Random Forest (RF), Logistic 
Regression (LR), Support Vector Machine (SVM) and 
Neural Network (NN) for the prediction models. The 
objectives of this research are as follows: 

● Studying the available approaches for predicting job 
satisfaction. 

● Identifying the main influential factors of job 
satisfaction of the IT professionals. 

● Exploring the possibility of generalizing job 
satisfaction prediction models to other job roles in the 
IT industry. 
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The rest of the paper is organized as follows. In the 
following section, we discuss a selected set of existing 
research studies related to our topic. In section 3, we 
present our empirical analysis of prediction models and the 
performance of each model. Then the findings are 
discussed with the results of the experimental analysis. 
Finally, we conclude this paper with the future directions 
of the research.  

II. RELATED WORK 

The advancement of internet technologies has allowed 
acquiring insights for accurate decision making through 
analytical formulas and data processing techniques. 
Employee related decision making such as employee 
turnover, attrition and job involvement is a crucial task as 
optimistic employees are the key success factors of a 
company. Therefore, recent researchers have focused on 
exploring the applicability of ML models in employee-
related decision making [2]-[6]. Job satisfaction data 
mining has been widely used to extract meaningful 
knowledge about employee satisfaction. This approach is 
applicable for various domains and contexts in predicting 
the satisfaction level, identifying the most affecting factors 
of job satisfaction and taking remedial actions to improve 
the performance of employees [7] [8]. Even though both 
job satisfaction and career satisfaction are related to global 
life satisfaction, these two are independent of each other. 
For instance, while career satisfaction is related to turnover 
intention and leaving in the IT field, job satisfaction of IT 
professionals is highly related to employee turnover, which 
is a persistent problem in the IT industry [1]. It has shown 
that the level of job satisfaction strongly affects the 
turnover intention of software developers [3]. Employee 
job satisfaction is based on both objective and subjective 
data [9]. For example, a research study has been carried out 
to find the impact of family factors and the role of work in 
predicting career satisfaction. It was evaluated by 
collecting data from 344 participants through an online 
survey. In there, hypothesis testing has confirmed that there 
is a significant relationship between job satisfaction and 
work-family balance in improving the level of job 
satisfaction [10]. Many companies collect and keep 
employee records and data to study their job satisfaction. 
However, influential factors of job satisfaction may differ 
based on the industry, job role as well as the country and 
the region. For example, recent research has shown that 
personal development opportunities, relationship with the 
supervisor, and adherence to the duty roster are the most 
important factors for job satisfaction in the hospitality 
industry in the Alpine region [28]. 

A considerable number of research studies have been 
conducted using the data extracted from Stack Overflow as 
it is a world popular Q&A platform for software 
developers. However, the majority of them are related to 
the questions and answers [11],[12] posted in the Stack 
Overflow website rather than the Stack Overflow 
developer survey responses. Most of the existing research 
studies on predicting career/job satisfaction in different 
disciplines have used mostly statistical analysis methods 
rather than using sophisticated ML techniques. Therefore, 
it is worth exploring the potential of ML methods in 
predicting job satisfaction. ML is a branch of Artificial 
Intelligence (AI) that learns and improves automatically 
through experience. In there, classification is a supervised 

ML approach that uses label data to train the model which 
used to predict the labels of unknown examples. ML 
algorithms have been used for predicting, classifying and 
clustering various kinds of data in different domains and 
industries such as healthcare, financial and marketing. 
Most of the previous ML-based forecasting have been 
conducted as empirical analysis by comparing the 
performance of existing ML models. For example, a 
research study has examined the performance of the five 
existing classification algorithms when predicting the 
likelihood of hospital readmission [13]. According to their 
comparison, SVM has shown the best performance among 
the chosen algorithms, while the results of LR and Naïve 
Bayesian (NB) are lower than the other classifiers. Besides 
job satisfaction, satisfaction level prediction is another area 
of forecasting that has applied in different domains. For 
example, the customer satisfaction level prediction is used 
to improve products and services. Since companies are not 
only relying on product quality but even more on a service 
quality level, there is a significant need for identifying the 
customer satisfaction level. Thus, a research study of 
predicting customer dissatisfaction has been carried out 
using five existing classification models [14].  

Ensemble ML algorithms such as RF are widely used 
for both classification and regression problems due to their 
excellent accuracy, ease of use and robustness. This is 
because the method of combining multiple independent 
learning algorithms increases the predictive performance 
that could be obtained from any of the single learners alone. 
To reduce the learning time and the computational cost, the 
fast algorithms such as decision trees are widely used in 
ensemble methods [15]. Binary classification is the most 
commonly used classification type where the target 
variable has only two classes. Researchers have shown that 
decision trees and NN perform well in binary classification 
through several studies [16] [17]. In addition, SVM, 
Decision Tree, RF and NB can be used as multi-class 
classifiers. For instance, student academic performance 
prediction using their academic progress, personal 
characteristics and behaviors relating to learning activities 
[18] [19] are two case studies which have used multi-class 
classification. Therefore, classification models are ideal for 
predicting the level of job satisfaction. 

III. JOB SATISFACTION OF IT PROFESSIONALS 

According to the recent analysis, healthcare and 
information technology(IT) related jobs are the top-rated 
jobs in the world. As a result, there has been tremendous 
growth in the software and IT industry over the last few 
years. Software development ranked as a top demanding 
job and software engineering has been rated as one of the 
rapidly expanding sectors in the world. Although the 
demand for software developers is nothing new, it has seen 
a significant rise in the last couple of years. According to 
the predictions, employment of software developers will 
increase by 22% from 2019 to 2029, which is much faster 
than the average of all other occupations [20]. Therefore, 
more employees are moving into the software development 
industry. However, IT related job specific factors may 
influence the level of job satisfaction of IT employees. For 
example, since software development is often a deadline-
oriented process, the level of stress among software 
developers tends to be high. This is especially common 
among the less experienced developers. Moreover, 
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adapting to rapidly changing cutting edge technologies is 
one of the most challenging tasks for software developers. 
Even though the idea of flourishing happiness among 
developers is often promoted by software companies, 
because of the above reasons, the IT industry has become 
the industry with the highest turnover rate in 2018 [21]. 
Therefore, the present work analyzed the factors which 
influence the job satisfaction of IT employees. This 
experimental analysis consists of three tasks which are 
shown in Fig. 1.   

Fig. 1. Proposed methodology  

In the first task, we retrieved data from the data sources 
and preprocessed to remove the noise. The second task was 
feature engineering and selecting the most discriminative 
features for training ML models. Finally, the prediction 
performances of the trained ML models were tested.   

A. Data 

The ever-increasing volumes of data and information 
shared on social media and collaborative sites have become 
a rich and valuable source of knowledge for a wide 
spectrum of research needs. When there is a need to learn 
about a new topic or to answer a particular query, people 
look for fast access to relevant information sources that 
would help them address that need. In the IT industry, 
software developers often visit online question and 
answering (Q&A) sites to find answers for their coding 
problems. Stack overflow is a well-known free Q&A 
website for IT professionals and enthusiastic software 
developers. Each year, Stack overflow collects data from 
the software developer community and makes the 
anonymized data available for researchers and other 
interested parties. This is named as the "Stack Overflow 
developer survey" which provides highly accurate data 
about software developers all around the world. Hence, we 
choose Stack Overflow developer survey datasets 
(dataset1) which have been released recently in three 
consecutive years: 2018, 2019 and 2020 [12] [26] [27]. The 
dataset1 was used for training the job satisfaction 
prediction model for software developers. It is mainly 
composed of categorical data such as Country, Developer 
Type, Gender, etc. Researchers use this public dataset for 
retrieving insights of the behavior of IT employees [22]. In 
2018, they published their Annual Developer Survey 
results for the eighth consecutive year with the largest 
number of respondents yet [23]. Responses have been 
collected in January 2018 and nearly 100,000 developers 
have responded to this 30-minutes survey.  Apart from the 
Stack overflow dataset, International Business Machines 
(IBM) HR analytic dataset (dataset2) [25] was used to 
analyze job satisfaction of both IT and non-IT employees 
in the IT industry. This dataset consists of job-related 
features common for employees in many industries such as 
age, job role, monthly income, education, etc. The 
volume/size and the number of features of each dataset 
before the preprocessing stage are shown in Table I. 

TABLE I.  COMPOSITION OF EACH DATASET 

Dataset Size Features 

StackOverflow developer survey 2018 98,855 129 

StackOverflow developer survey 2019 88,883 85 

StackOverflow developer survey 2020 64,461 61 

IBM HR analytic 1,500 35 

 

B. Experimental design 

When datasets become bigger in both volume and 
variety with a large number of features, it is necessary to 
apply ML techniques to extract patterns and knowledge 
from the data. Effective data preprocessing and feature 
engineering techniques are vital for better performance of 
ML models. Hence, this study used two-dimensionality 
reduction techniques to select features from the dataset. 
First, unique identifiers such as “response_id” were 
removed from datasets as they do not hold any significant 
importance to the analysis. Then the features which have 
more than 50% of missing values were removed. 
Considering the RF feature importance, 53 features were 
selected from dataset1 to train ML models for predicting 
the job satisfaction of software developers. Only 33 
features were considered among 35 features in dataset2 to 
train the generalized model to predict job satisfaction of 
other job roles in the IT industry. Since the majority of the 
selected features were categorical, missing values in the 
selected features were replaced with the mode. Even 
though the chosen ML algorithms are robust to the over-
fitting problem, we removed the classes with fewer 
frequencies in some features such as gender. For example, 
we considered the users whose gender is either male or 
female and removed the other gender categories which 
have very few examples in the dataset1. Since most of the 
ML algorithms accept only numerical data, categorical data 
were converted into numerical values using Label 
encoding. The label is job satisfaction in both scenarios. It 
has seven classes in the dataset1 namely, Extremely 
Satisfied, Moderately satisfied, Slightly satisfied, Neither 
satisfied nor dissatisfied, Slightly dissatisfied, Moderately 
dissatisfied and Extremely dissatisfied. However, we made 
it into three classes for better performance by grouping the 
first three classes into one class called ‘Satisfied’ and the 
last three classes into one class called ‘Dissatisfied’ and 
remaining the class ‘Neither satisfied nor dissatisfied’ as it 
is. The label has four classes in the dataset2, but were made 
into three classes. After the preprocessing and feature 
engineering stages, datasets were split into training and 
testing data such as 80% of the dataset for training the 
classifiers and 20% for testing. 

In this research, we used supervised classification 
methods. Since the output variable has more than one class 
in both scenarios, the multi-class classification technique 
was used to classify job satisfaction. We compared four 
different predictive models namely, Random Forest (RF), 
Logistic Regression (LR), Support Vector Machine 
(SVM), and Neural Network (NN) to see the difference of 
the performance in predicting job satisfaction of software 
developers. These four algorithms have been selected due 
to their flexibility in handling a range of classification 
problems with a large feature space [15]. 
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IV. RESULTS AND DISCUSSION 

This section discusses the results of the experiments and 
the limitations of the study with future directions. After 
removing the noisy data in the preprocessing stage, we 
considered 97,869 records, 87,740 records and 63761 records 
for this study from Stack Overflow developer survey 2018, 
2019 and 2020 respectively. The total number of 1472 records 
were considered from the IBM HR analytic dataset to train 
and test the generalized model for predicting job satisfaction 
of both IT and non-IT employees in the IT industry. The 
variable or the feature importance provides the statistical 
significance of the variables in the dataset. This is very 
important when using the multi-class classification methods 
to make predictions as it can be used to identify whether the 
selected features contribute or do nothing in classification 
with the chosen ML models. In this experiment, a total 
number of 53 features were selected as the most important 
features from Stack Overflow developer survey datasets for 
predicting the job satisfaction of software developers. A total 
number of 33 features were selected as the most discriminate 
features for predicting the job satisfaction of other job roles 
in the IT industry  

 
 
 
 
 
 
 
 
 
 
 

(a) 2018 
 
 
 
 
 
 
 
 
 
 

(b) 2019 
 

 
 
 
 
 
 
 
 
 
 

(c) 2020 
Fig. 2. Feature importance of Stack 

Fig. 3. Feature importance of IBM HR analytic dataset 

According to the descriptive statistical analysis and the 
graphs of feature importance (figure 2 & figure 3), some 
variables in the dataset are less significant than some other 
variables for predicting the level of job satisfaction. For 
example, it shows that the contribution of the feature, 
“jobSeek” is one of the most significant features. In 
addition, graphs shown in Fig. 2 show the variations of job 
satisfaction influential factors for software developers in 
past consecutive years. Overall, common main influential 
factors for deciding the level of job satisfaction of software 
developers are as follows: 

● Availability of training and managerial support 

● Monthly income 

● Years of coding experience 

● Company size 

● Challenges in workplace 

● Programming languages work with 

● Platforms work with 

Following are the key factors to decide the level of job 
satisfaction of both IT and non-IT job roles in the IT 
industry as shown in figure 3. 

● Promotions 

● Number of companies worked with 

● Monthly income 

● Job role 

● Education 

● Training 

● Environmental satisfaction 

● Relationship satisfaction 

Feature important graphs shown in figure 2 & figure 3 
show that both employee-related factors and company-
related factors are contributing similarly when deciding the 
level of job satisfaction of IT employees. For example, 
providing training opportunities, monthly income, 
promotions and company environment are a few of the 
factors that HR managers and companies could directly 
involve to seed a high level of job satisfaction among 
employees 

The problem of class imbalances causes a decrease in 
the accuracy of the predictive models. There are minority 
classes in the labels of all datasets. Thus, we reduced the 
classes into three by aggregating similar classes. Although 
the reduction of the number of classes increased the data in 
each class, the class imbalance still presents as shown in 
Fig. 4. Therefore, Synthetic Minority Oversampling 
Technique (SMOTE) [24] was used to synthesize new 
examples for the minority classes. After reducing the 
number of classes and removing the class imbalance, the 
accuracy of each model increased. For example, RF model 
performance comparison with 7 classes with the class 
imbalance, and with 3 classes after applying SMOTE is 
shown in Table II. Accuracy is not a good indicator of 
model performance in this study due to class imbalances. 
Because it is biased as the rare classes can be masked by 



Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

103 

 

 

the majority classes. Thus, we used four performance 
measures namely accuracy, precision, recall and f1-score 
as the evaluation criteria for this study. Moreover, 
hyperparameter tuning was used to improve the 
performance of each model. For instance, hyperparameters 
in RF are (1) maximum depth: the maximum depth of the 
tree (2) maximum features: the maximum number of 
features Random Forest is allowed to try in an individual 
tree and (3) number of estimators: the number of trees in 
the forest. A grid search was performed over the specified 
parameter values using the cross-validation technique to 
assess model performance and to find the best set of 
parameters. The best parameter value of maximum depth is 
12, maximum features are 50, and the number of estimators 
is 25 for RF. Then the SVM hyperparameters were tuned 
with Radial Basis Function (RBF) kernel function and the 
best parameter value for both C and gamma is 1. 

A feed-forward NN model was built using Keras and 
TensorFlow. We created a fully connected network with 
two hidden layers. Because of the advantages of 
computational efficiency and non-linearity, we used the 
“relu” activation function for the input layer and the hidden 
layers. Since this NN model is for multi-class 
classification, the “softmax” activation function is used for 
the output layer. Finally, the network used the efficient 
Adam gradient descent optimization algorithm and 
logarithmic loss function, 
“sparse_categorical_crossentropy” for compilation. With 
these parameters, RF shows the highest accuracy, 
precision, recall and f1-score among the chosen classifiers 
for all the datasets when predicting job satisfaction of 
software developers.  
 

(a) 2018

 
(b) 2019 
 

(c) 2020 

(d) 2020 IBM HR analytic 
 

Fig. 4. Class distribution of labels in Stack Overflow developer survey 

(a)2018, (b)2019 & (c)2020 and (d)IBM HR analytic dataset

 

TABLE II. RF MODEL PERFORMANCE WITH 7 CLASS LABEL VS 3 CLASS LABEL 

 

 

 

 

 Label with 7 classes Label with 3 classes 

 Accuracy Precision Recall f1-score Accuracy Precision Recall f1-score 

RF 0.68 0.62 0.68 0.62 0.80 0.74 0.80 0.75 
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This is because RF is an ensemble algorithm that 
consists of a group of decision trees. Table III shows that 
the RF shows 80% accuracy of job satisfaction of software 
developers while others show around 79% accuracy. 

TABLE III.  EVALUATION METRICS OF CLASSIFICATION MODELS 

Dataset ML 
model 

Accuracy Precision Recall f1-
score 

Stack 
Overflow 
2018 

RF 0.80 0.74 0.80 0.75 

SVM 0.79 0.62 0.79 0.69 

LR 0.79 0.69 0.79 0.70 

NN 0.79 0.62 0.79 0.69 

Stack 
Overflow 
2019 

RF 0.76 0.68 0.76 0.71 

SVM 0.73 0.53 0.73 0.62 

LR 0.74 0.68 0.74 0.67 

NN 0.73 0.53 0.73 0.61 

Stack 
Overflow 
2020 

RF 0.76 0.69 0.76 0.70 

SVM 0.74 0.55 0.74 0.63 

LR 0.75 0.65 0.75 0.67 

NN 0.74 0.55 0.74 0.63 

IBM HR 
analytic 

RF 0.33 0.31 0.33 0.31 

SVM 0.38 0.33 0.38 0.28 

LR 0.37 0.35 0.37 0.34 

NN 0.35 0.35 0.35 0.35 

 

According to the results in the latter section in table 
III, it shows that the classifiers RF, SVM, LR and NN are 
not performing well with the IBM HR analytic dataset. 
Therefore, the above classifiers cannot predict employees' 
job satisfaction as a generalized model for predicting job 
satisfaction of other jobs in the IT industry. These results 
reveal that job-specific factors have a high contribution in 
deciding the level of job satisfaction. For example, above 
mentioned models performed well with predicting job 
satisfaction of software developers, and years of coding 
experience, programming languages work with and 
platforms work with are some of the most significant job-
specific factors apart from the salary, training and 
workplace challenges. These factors are based on a 
globally collected dataset, and this experiment can be 
further extended to see the applicability of the above 
factors for the local IT industry by collecting local datasets. 

The present study is a first step towards forecasting the 
level of job satisfaction of software developers using ML 
models. However, this can influence the software 
developer's survival in the software industry and further aid 
in the recruitment process. The findings of this study help 
HR managers to improve the identified company-related 
factors which caused a change in the level of job 
satisfaction of employees.  It will increase the company 
reputation directly and indirectly through positive behavior 
and commitment of employees. For example, establishing 
training programs for newly recruited employees, giving 
promotions and career development opportunities, and 
building good relationships are worth the success of a 
company through highly satisfied employees. In addition, 

the results of this study are beneficial for software 
developers to choose job opportunities where they can gain 
high job satisfaction considering their background data and 
company-related factors. As future works, three directions 
can be followed as follows. (1) The accuracy of the model 
can be increased by including more training data which is 
collected from different sources other than the Stack 
Overflow developer survey. (2) This work can be extended 
by implementing a NN model that finds the best weights of 
each factor for job satisfaction. (3) The effect of the "work 
from home" approach can be analyzed to change the job 
satisfaction level among employees in the IT industry.  

V. CONCLUSION 

In this research, we investigated supervised ML 
models for predicting the job satisfaction of IT employees.  
Prediction performance of multi-class classifiers namely 
RF, SVM, LR and NN were compared using two 
benchmark datasets. Accuracy, precision, recall and f1-
score were used as the performance metrics to evaluate and 
compare the classifiers. The experimental results show that 
the above ML models can predict the level of job 
satisfaction of software developers using their background 
data and company-related data with an accuracy of around 
79%. Further, we investigated the performance of the 
aforementioned classifiers when predicting job satisfaction 
of both IT and non-IT employees in the IT industry. It 
reveals that the above classifiers cannot be utilized as 
generalized models to predict the job satisfaction of IT-
related employees who are not software developers. In 
addition, seven (07) factors were identified as the most 
influential factors of job satisfaction of software 
developers. In summary, the findings of this study are 
beneficial for several parties such as IT employees, IT 
related companies and researchers in this domain. 

REFERENCES 

[1] J. Lounsbury, L. Moffitt, L. Gibson, A. Drost, and M. Stevens, 
“An investigation of personality traits in relation to job and career 
satisfaction of information technology professionals,” JIT, vol. 
22, pp. 174–183, 03 2007. 

[2] F. Fallucchi, M. Coladangelo, R. Giuliano, and E. William De 
Luca, “Predicting employee attrition using machine learning 
techniques”, vol. 9, no. 4, 2020.  

[3] V. Wickramasinghe, “Impact of time demands of work on job 
satisfaction and turnover intention: Software developers in 
offshore outsourced software development firms in sri lanka,” 
Strategic Outsourcing: An International Journal, vol. 3, pp. 246–
255, 11 2010. 

[4] P. Rohit and P. Ajit, “Prediction of employee turnover in 
organizations using machine learning algorithms,” International 
Journal of Advanced Research in Artificial Intelligence, vol. 5, 
10 2016. 

[5] Y. Choi and J. Choi, “A study of job involvement prediction 
using machine learning technique,” International Journal of 
Organizational Analysis, vol. ahead-of-print, 08 2020. 

[6] A. A. A. Khaled Alshehhi, Safeya Bin Zawbaa and M. U. Tariq, 
“Employee retention prediction in corporate organizations using 
machine learning methods,” Academy of Entrepreneurship 
Journal, vol. 27, 08 2021. 

[7] M. Murawski, N. Payakachat, and C. Koh-Knox, “Factors 
affecting job and career satisfaction among community 
pharmacists: A structural equation modeling approach,” Journal 
of the American Pharmacists Association: JAPhA, vol. 48, pp. 
610–20, 09 2008. 

[8] A. Domagala, J.-N. Pena-SA˜ nchez, and K. Dubas-Jakobczyk, 
“Career satisfaction of polish physicians - evidence from a survey 
study,” European Journal of Public Health, vol. 29, 11 2019. 



Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

105 

 

 

[9] A. Altamimi, “Literature on the relationships between 
organizational performance and employee job satisfaction,” 
Archives of Business Research, vol. 7, 2019. 

[10] N. Gopalan and M. Pattusamy, “Role of work and family factors 
in predicting career satisfaction and life success,” International 
Journal of Environmental Research and Public Health, vol. 17, p. 
5096, 07 2020. 

[11] S. Wang, D. Lo, and L. Jiang, “An empirical study on developer 
interactions in stackoverflow,” 03 2013, pp. 1019–1024. 

[12] A. Joorabchi, M. English, and A. Mahdi, “Text mining 
stackoverflow: Towards an insight into challenges and subject-
related difficulties faced by computer science learners,” Journal 
of Enterprise Information Management, vol. 29, pp. 255–275, 03 
2016. 

[13] S. Alajmani and H. Elazhary, “Hospital readmission prediction 
using machine learning techniques,” International Journal of 
Advanced Computer Science and Applications, vol. 10, 01 2019. 

[14] S. Meinzer, A. Thamm, U. Jensen, J. Hornegger, and B. Eskofier, 
“Can machine learning techniques predict customer 
dissatisfaction? a feasibility study for the automotive industry,” 
Journal of Artificial Intelligence Research, vol. 6, pp. 80–90, 01 
2017. 

[15] S. Ahamed and E. Daub, “Machine learning approach to 
earthquake rupture dynamics,” 06 2019. 

[16] Y. Alejandro and L. Palafox, Gentrification Prediction Using 
Machine Learning, 10 2019, pp. 187–199. 

[17] G. Deepali, A. Brar, and P. Sandhu, “Modeling of fault prediction 
using machine learning techniques,” 08 2020. 

[18] Thi, H. Dinh, T. Pham, C. Loan, G. Nguyen, N. Thi, and N. Thi 
Lien Huong, “An empirical study for student academic 
performance prediction using machine learning techniques,” 
International Journal of Computer Science and Information 
Security, vol. 18, 04 2020. 

[19] M. Asim and Z. Khan, “Mobile price class prediction using 
machine learning techniques,” International Journal of Computer 
Applications, vol. 179, pp. 6–11, 03 2018. 

[20] Bureau of Labor Statistics, U.S. Department of Labor, 
Occupational Outlook Handbook, Software Developers, 2019 
(Accessed on: June 13, 2021). [Online]. Available: 
https://www.bls.gov/ooh/computer-and-information-
technology/software-developers.htm 

[21] P. Petrone, See The Industries With the Highest Turnover (And 
Why It’s So High), 2018 (Accessed on: August 02, 2020). 
[Online]. Available:https://www.linkedin.com/business 
/learning/blog/learner-engagement/see-the-industries-with-the-
highest-turnover-and-why-it-s-so-hi 

[22] T. Ahmed and A. Srivastava, “Understanding and evaluating the 
behavior of technical users. a study of developer interaction at 
stackoverflow,” Human-centric Computing and Information 
Sciences, vol. 7, 12 2017. 

[23] StackOverflow, “Stack overflow 2018 developer survey,” 2018 
(Accessed on: January 27, 2021). [Online]. Available: 
https://www.kaggle.com/stackoverflow/stack-overflow-2018-
developer-survey 

[24] S. Uyun and E. Sulistyowati, “Feature selection for multiple 
water quality status: Integrated bootstrapping and smote 
approach in imbalance classes,” International Journal of 
Electrical and Computer Engineering, vol. 10, pp. 4331–4339, 08 
2020. 

[25] pavansubhash, “IBM HR Analytics Employee Attrition & 
Performance,” Kaggle.com, 2017. 
https://www.kaggle.com/pavansubhasht/ibm-hr-analytics-
attrition-dataset. 

[26] M. Chirico, “Stack Overflow Developer Survey Results 2019,” 
kaggle.com, 2019. https://www.kaggle.com/mchirico/stack-
overflow-developer-survey-results-
2019?select=survey_results_public.csv (accessed Aug. 22, 
2021). 

[27] A. Khan, “Stack Overflow Developer Survey 2020,” 
www.kaggle.com, 2020. https://www.kaggle.com/aitzaz/stack-
overflow-developer-survey-2020 (accessed Aug. 22, 2021). 

[28] P. Heimerl, M. Haid, L. Benedikt, and U. Scholl-Grissemann, 
“Factors Influencing Job Satisfaction in Hospitality Industry,” 
SAGE Open, vol. 10, no. 4, p. 215824402098299, Oct. 2020.



Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

106 

 

 

Paper No: SC-17 Smart Computing 

Feature selection in automobile price prediction: 
An integrated approach

 

Sobana Selvaratnam* 

Department of Physical Science 

Vavuniya Campus of the University of Jaffna, Sri Lanka  

sobanaselvaratnam@gmail.com 

 
T. Jeyamugan 

Department of Physical Science 

Vavuniya Campus of the University of Jaffna, Sri Lanka 

tjeyamugan@vau.jfn.ac.lk

 
B.  Yogarajah 

Department of Physical Science 

Vavuniya Campus of the University of Jaffna, Sri Lanka 

yoganbala@yahoo.com 

 
Nagulan Ratnarajah 

Department of Physical Science 

Vavuniya Campus of the University of Jaffna, Sri Lanka 

rnagulan@univ.jfn.ac.lk 
 

Abstract - Machine learning models for predictions enable 
researchers to make effective decisions based on historical 
data. Automobile price prediction studies have been a most 
interesting research area in machine learning nowadays. The 
independent variables to model the price and the price 
predictions are equally important for automobile consumers 
and manufacturers. Automobile consulting companies 
determine how prices vary in relation to the independent 
variables and they can then adjust the automobile's design, 
commercial strategy, and other factors to fulfill specified 
price targets. Furthermore, the model will assist management 
in comprehending a company's pricing patterns. The ability 
of machine learning systems to predict outcomes is entirely 
dependent on the effective selection of features. In this paper, 
we determine the influencing features on automobile price 
using an integrated approach of LASSO and stepwise 
selection regression algorithms. We use multiple linear 
regression to build the model using the selected features. 
From the experimental results using the automobile dataset 
from the UCI machine learning repository, the influencing 
features on automobile price are width, engine size, city mpg, 
stroke, make, aspiration, number of doors, body style, and 
drive wheels. Training data accuracy for predicting price was 
found to be 92%, and testing data accuracy was found to be 
87%. The proposed approach supports selecting the most 
important characteristics of predicting the price of 
automobiles efficiently and effectively. This research will aid 
in the development of a model that uses the selected attributes 
to predict the price of automobiles using machine learning 
technologies.  

Keywords - automobile price prediction, feature selection, 
LASSO, stepwise selection  

I. INTRODUCTION 

One of the greatest and most important innovations in 
human history is the automobile. In 2020, almost 78 
million automobiles were produced worldwide [1]. The 
price of an automobile is determined by a number of 
distinct features and elements and the accurate car price 
prediction necessitates specialist expertise. Customers who 
purchase a new car may assure their investment to be 
worthy. The automobile consulting companies must 
comprehend the aspects that influence automobile pricing. 
The manufacturers always have attention to the elements 
which are important in estimating the price of automobiles 
and interest on how well those variables accurately predict 
an automobile's price. An automobile price prediction 
system is, therefore, needed to accurately estimate the 
automobile's price based on a range of factors. 

In the field of computer science, machine learning 
approaches have revolutionized the discipline. Automobile 
price prediction studies using machine learning approaches 
[2-6] guide better decisions and take smart actions for high 
accuracy predictions in real-time. Feature selection is one 
of the initial steps for the machine learning model 
assessment to reduce model complexity and increase model 
performance when it comes to generalization, model fit, 
and prediction exactness [7]. The problem of feature 
selection has been extensively researched in the literature 
[8-9].  Wrapper methods, filter methods, and embedding 
techniques are the most common feature selection 
approaches [10]. However, predicting an automobile's 
pricing and selecting the optimal features are complex 
tasks since automobiles have many properties but some of 
the factors only can describe the automobile price.  

In supervised machine learning algorithms, when the 
response variable is a real or continuous value, it is a 
regression problem. The relationship between one 
continuous dependent variable and two or more 
independent variables is explained by multiple linear 
regression [11], a simple machine learning approach. The 
goal of this study is to find an appropriate technique for 
choosing optimal features for the price prediction of 
automobiles. The technique of selecting the smallest 
number of effective explanatory variables can more 
properly characterize a response variable. Stepwise 
selection [11], a wrapper method, and the LASSO 
regression methods [12], an embedded method, are the 
better feature selection methods, which provide a high 
prediction accuracy, supports to improve the 
interpretability of the model by removing extraneous 
variables that aren't related to the response variable, and 
prevents overfitting. In this study, the LASSO and stepwise 
selection methods were used in a hybrid way to build an 
appropriate model for the dataset to select the optimal 
features. The LASSO method [12] has been used for 
selecting the optimal features from the numerical variables 
and removing the multicollinearity of the variables. The 
stepwise selection method has been used to find the optimal 
features from the categorical variables. The stepwise 
selection method is applied again for the selected features 
from the numerical and the categorical variables to tune the 
final optimal feature set since the feature set chosen does 
not contain any multicollinearity. We proved the 
effectiveness of this integrated approach feature selection 
method for predicting automobile prices using the multiple 
linear regression approach with the selected features.  
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II. RELATED WORK    

Supervised learning is used in the vast majority of 
actual machine learning applications. Supervised machine 
learning techniques were utilized in the literature to predict 
the price of automobiles such as linear regression analysis 
[2,4,6], k-nearest neighbours [4,6], naïve Bayes [6], 
artificial neural network [5], support vector machine [5], 
and random-forest [2-5] and decision tree [4,6]. However, 
most of the research studies are highly interested in used 
automobile datasets [2-6]. For the feature extraction, 
different strategies were used by these studies, such as 
descriptive statistics [2], the correlation between variables 
[3,4,6], and data pre-processing [5]. There were no specific 
methods, only the heuristic, and basic statistical methods, 
used in these studies for selecting the optimal features. 
These research studies utilized different datasets and filter 
out the different sets of features such as (price, kilometre, 
vehicle type, and brand) [3], (number of doors, colour, 
mechanical and cosmetic reconditioning time, used to new 
ratio and appraisal to trade ratio) [4], and (brand, model, 
car condition, fuel, age, kilowatts, transmission, miles, 
colour, doors, drive, leather seats, navigation, alarm, 
aluminum rims, AC and more) [5]. Moreover, the main 
weakness of these studies is the low number of records that 
have been used [4,6].  

Various approaches for solving the feature selection 
problem have been proposed in the literature. Wrapper 
methods [13], which use the output of an estimator or 
model in the selection process, and filter methods, which 
use heuristics to choose an ideal subset, are the standard 
strategies of feature selection. Popular regression methods 
have been used to extract the features for various prediction 
problems such as LASSO, OLS regression, ridge 
regression for Diabetes [14], LASSO for Diabetes [15], and 
LASSO for heart disease [16]. Muthukrishnan et al [14] 
proved, by decreasing the coefficients to zero, LASSO 
outperforms the other approaches. Valeria Fonti et al [17] 
showed the LASSO approach aids in the selection of a 
model with the most important properties, reduces the 
overfitting, increases the model interpretability, and has a 
very good prediction accuracy. New correlation matrices 
have been introduced in recent years that may have greater 
expressive capacity when measuring correlations between 
variables and feature selection [18-19]. However, these 
new correlation methods focus only on non-linear 
relationships rather than linear relationships. 

Many of the unique algorithms have been constructed 
using only one form of selection strategies, such as a filter, 
wrapper, or embedded optimal feature collection 
procedure. Ensemble methods recently developed 
strategies [20] to choose influenced variables for machine 
learning purposes.  In an ensemble method, multiple types 
of feature selection approaches are not taken into account. 
Furthermore, the use of ensemble feature selection is 
associated with automobile problems has not been 
investigated. Recently, optimal feature subsets formed by 
hybrid approaches combining filters, wrapper, and 
embedded feature selection approaches in medical 
datasets [21] and Gene expression data [22], which were 
performed well for feature selection. Hybrid filter-wrapper 
cluster-based feature selection method was applied for 
software defect prediction [23], short-term load forecasting 
[24], and intrusion detection systems [25]. Best of our 

knowledge, this study is the first attempt to select the 
optimal features to efficiently predict the price of a new 
automobile using a hybrid wrapper-embedded method in a 
unique approach.   

III. METHODOLOGY 

A.  Dataset 

The primary dataset was gathered from the automobile 
dataset from the UCI machine learning repository [26]. 
Each column in our collection represents a feature of the 
automobile, and each row represents one automobile. The 
dataset consists of 26 parameters, as listed in Table I, and 
the details of 205 automobiles. The outcome of the 
prediction on the automobile dataset is the price which is a 
continuous variable and predictors with both numerical and 
categorical values. 

TABLE I. DESCRIPTION OF THE ATTRIBUTES AND THE DATATYPE OF THE 

AUTOMOBILE DATASET. 

 

B. Mathematical background 

Multiple Linear Regression Model: Multiple Linear 
Regression is a statistical approach that predicts the 
outcome of a response variable by combining numerous 
explanatory variables. Multiple Linear Regression models 
can be described as below: 

𝑦𝑖  =  𝛽0  +  𝛽1𝑥1  +  𝛽2𝑥2  +  … + 𝛽𝑘𝑥𝑘  + Ɛ𝑖   (1) 

where dependent variable𝑦𝑖  explanatory variables 𝑥𝑖, 
regression coefficients 𝛽0, 𝛽1, . . . , 𝛽𝑘 , a number of 
explanatory variables 𝑘, and error term Ɛ𝑖 . 

LASSO Estimator [12]: The LASSO estimator can be 
defined by the solution to the 𝑙1  optimization problem, 
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Minimize (
‖𝒀−𝑿𝛽‖2

2

𝑛
)  subject to ∑ ‖𝛽‖1

𝑘
𝑗=1  <  t       

(2) 

where 𝑡 is the upper bound for the sum of coefficients. 

This optimization problem is equivalent to the 
parameter estimation that pursues, 

�̂�(λ) = 
𝑎𝑟𝑔𝑚𝑖𝑛

𝛽
 (

‖𝒀−𝑿𝛽‖2
2

𝑛
+  𝜆‖𝛽‖1)             

(3) 

where  ‖𝒀 − 𝑿𝛽‖2
2 = ∑ (𝒀𝑖 − (𝑿𝛽)𝑖)

2𝑛
𝑖=0 ,  

 ‖𝛽‖1 = ∑ |𝛽
𝑗
|𝑘

𝑗=1  and 𝜆 ≥  0 is that the parameter that 

controls the strength of the penalty, the high value of 𝜆, the 
greater amount of shrinkage. 

Stepwise Selection [11]: Forward and backward 
selections are combined in a stepwise selection. It starts 
with no predictors and then adds the most significant 
predictors one by one (like forwarding selection). Remove 
any predictors that no longer improve the model fit after 
each new predictor is included (like backward selection). 

C. Integrated approach for feature selection  

Predictive model training and deployment pipelines 
often include data pre-processing techniques, exploratory 
analysis, and feature engineering. In practice, cleansing 
data sets before feeding them to a learning algorithm is 
typical to increase model predictive performance and 
generalization potential. The pre-processing of the 
automobile dataset included removing inconsistent and 
noisy data and managing missing values. The detail of the 
pre-processing is described in the Feature selection section. 
A correlation matrix was used to investigate the 
dependency between variables and detect multicollinearity. 
A multiple linear regression model was initially built with 
all the 26 features in the dataset to check the r-squared 
value and the most significant features for the model. 

When we applied the LASSO [12] and stepwise 
approaches [11] separately to the automobile dataset, they 
did not perform well. Many numerical factors were 
substantially correlated with price in the correlation 
analysis; however, this was not the case for categorical 
variables. Furthermore, in the automobile dataset, 
numerical parameters were more strongly influenced by 
pricing than category factors. The LASSO and stepwise 
selection methods were therefore used in an integrated way 
to build an appropriate model for the dataset to select the 
optimal features and get predictions. The approach is 
further described with the intermediate results in the 
Feature Selection section. 

The pre-processed data split into a training dataset and 
testing dataset with ratios of 70 and 30 respectively. The 
training dataset has been used for model fitting and feature 
selection and the test data has been used for evaluating the 
prediction accuracy. An integrated approach using LASSO 
and stepwise methods was used to select the appropriate 
feature for predicting the price of automobiles. Data 
preparation and model building are processed by using the 
R programming language in Rstudio. We implemented the 
LASSO method making use of the glmnet package and the 
plotmo package in R.  

D. Price prediction process 

The selected optimal features from the integrated 
approach were used to build a model using multiple linear 
regression for predicting the price. The training set was 
evaluated first using the accuracy as r-squared. The test set 
was evaluated using the same subset of features and 
computed the accuracy. The model performance indicator 
for regression issues is based on the coefficient of 
determination, r-squared, and the percentage of r-squared 
of the price variation is explained by the variation in the 
optimum selected independent variables.  

IV. FEATURE SELECTION 

A. Data preprocessing 

The data pre-processing step consists of removing the 
inconsistent and noisy data. The missing data were also 
removed if any variable has missing values above 
50%.  The imputation process was performed for other 
predictors with a small percentage of missing values. In our 
dataset, we first find out the variables with missing values, 
and then it regresses on other variables. The missing values 
of that variable were replaced by predicted 
values. Moreover, influencing outliers are revealed, and 
taken action to remove non-influencing outliers.  

The price and log (price) histograms are shown in 
Fig.1. While the price range varies widely with a lengthy 
tail, log (price) appears to follow a normal distribution. As 
a result, the outcome of the model development and 
evaluation procedure will be log (price). 
 

 

 

 

 

 

 

Fig. 1. (a) Price and (b) log(price) histograms 

B. Data visualization and exploration 

We evaluated the variable visually using matrix linear 
plots and bar plots. The wheelbase, length, width, curb 
weight, bore, and horsepower variables have a positive 
linear relationship with price than height, compression 
ratio, and peak rpm. City mpg and highway mpg have a 
negative linear relationship with price. 

The correlation matrix of numerical attributes is 
visualized in Fig. 2. From the correlation matrix we can 
deduce that the response variable price is highly correlated 
with horsepower, bore, engine size, curb weight, width, and 
length. The price is also negatively correlated with 
highway mpg and city mpg. Some independent variables 
are highly correlated with each other such as wheelbase, 
length, width, height, curb weight, engine size, and bore. 
As a result, the vast majority of numerical variables are 
multi-correlated covariance variables. 

The correlation matrix of the categorical variables was 
created using Kendall’s Tau-b, which is visualized in Fig.3. 
From the correlation matrix, we can deduce that that price 
is highly correlated with the number of cylinders and drive 

   

(b) (a) 
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wheels. The price is also negatively correlated with the 
body style, make, and fuel type. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Correlation matrix for numerical variables 

 

 

Fig.3. Correlation matrix for categorical variables 

C. Variable analysis using multiple linear regression 

Using all of the 26 variables in the dataset, a multiple 
linear regression model was created. We find out the most 
significant variables for the model using analysis variance 
(ANOVA). Table II presents the results of ANOVA.  

TABLE II: ANOVA FOR THE AUTOMOBILE DATASET 

Response Variable: log(price) 

Predictors Df   F value     Pr(>F)  
symboling            1   41.8091  1.793e-09  *** 

normalized.losses    1 1102.8527 < 2.2e-16 *** 

make   15 140.0633 < 2.2e-16 *** 

fuel.type            1 0.6761    0.41243 - 

aspiration 1   148.3762 < 2.2e-16 *** 

num.of.doors         1   52.6042 3.102e-11 *** 

body.style           4 14.2010 1.149e-09 *** 

drive.wheels         2 67.7883 < 2.2e-16 *** 

engine.location      1   4.5218    0.03533 * 

wheel.base           1 169.4448 < 2.2e-16 *** 

length 1 90.6747 < 2.2e-16 *** 

width 1 44.9671 5.324e-10 *** 

height 1 2.2505 0.13596     - 

curb.weight          1 114.3238 < 2.2e-16 *** 

engine.type          2   0.5032    0.60576 - 

num.of.cylinders     3   1.6966    0.17086     - 

engine.size          1   2.5527    0.11250 - 

fuel.system          3   3.0498    0.03094  * 

bore                 1   1.6475    0.20155 - 

stroke               1  2.0016    0.15948 - 

compression.ratio    1   4.7318    0.03139  * 

horsepower           1   0.7001    0.40427 - 

peak.rpm             1   0.0857    0.77019 - 

city.mpg             1   2.7325    0.10070 - 

highway.mpg          1   3.8492    0.05187  . 

Residuals          132        -      - - 

 

Based on the p-values of Table II, symboling, 
normalized losses, make, aspiration, num.of.doors, body 
style, drive wheels, engine.location, wheel.base, length, 
width, curb.weight, fuel.system, and compression.ratio are 
the most significant variables and other variables are not 
significant in the model. Thus, we can concern these 
significant variables for the final model.  

D. LASSO implementation  

We create a model to predict the price for the 
automobile dataset and to find out which explanatory 
variables to include in the final model using the LASSO 
regression method (In glmnet, alpha = 1 for the LASSO 
regression and alpha = 0 for the Ridge regularization). 
Glmnet generates a series of various models based on the 
tuning parameter 𝜆. To determine the influencing features, 
we first utilized the function on all of the numerical 
explanatory factors in the automobile dataset. The analyses' 
findings are depicted in Fig. 4 and Fig.5. We can see when 
each variable entered the model and how much it changed 
the response variable using these charts. From Fig. 4, lasso 
included only 10 predictors out of 15 predictors which 
removed the following predictors such as normalized 
losses, length, curb weight, horsepower, peak rpm. 

 

Fig.4. Glamnet graph for the numerical variables 

A Correlation matrix was computed for the removed 
predictors by LASSO. Curb weight and horsepower are 
highly correlated (0.7326893) with price but they are 
highly correlated with each other. LASSO handles, 
therefore, the multicollinearity problem efficiently.  

Fig.5 shows the top nine influencing predictors of 
automobile price. width, compression ratio, highway mpg, 
engine size have positively affected the model, and city 
mpg, symboling, bore, and stroke has negatively affected 
the model.  To determine the value of 𝜆, use k-fold cross-
validation to find the 𝜆 value that generates the lowest test 
mean squared error (MSE). 
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Fig.5. Glamnet graph for influencing explanatory variables 

The LASSO approach extracts different values for 𝜆 
to determine the best acceptable value for, such as 𝜆-min 
(first vertical line in Fig.6), which offers the minimum 
mean cross-validated error, and 𝜆-1se (second vertical line 
in Fig.6), which produces a model with error within one 
standard error of the minimum. At this point, we can select 
the value for 𝜆 that is most appropriate for the problem. 

Fig. 6. Cross-validation  

 

 

 

 

 

 

 

 

 

Fig. 7. Most important features 

Because the aforementioned Fig. 6 plot exhibits an 
exponential trend, 𝜆-min is not obvious in our analysis. So, 

we compute those two λ values (λ-min value =162.7058 
and λ-1se value= 543.3253) 

TABLE III: 10 X 1 SPARSE MATRIX OF CLASS 

Predictors Coefficient 
(Intercept)         1525.35581 

symboling              -     

width                 94.73858 

height                -       

engine.size          147.21568 

bore                   -      

stroke             -2760.41510 

compression.ratio    268.16365 

city.mpg            -277.45107 

highway.mpg            -      

 

From Table III, no coefficient is shown for the 
predictors symboling, height, bore, and highway 
mpg because as a result of the lasso regression, the 
coefficient was reduced to zero. This means it was deleted 
entirely from the model because it did not influence it. By 
combining the plots in Fig. 7 and Table III, we can 
conclude. The most significant numerical variables for the 
price prediction from the automobile dataset are Width, 
compression ratio, engine size, city mpg, and stroke, which 
have been selected according to the 𝜆-min value. 

E. Stepwise selection implementation 

The stepwise selection method was utilized for the 
categorical variables in the automobile dataset to find out 
the influencing features. The results of the stepwise 
selection regression method are shown in Table IV. 

 TABLE IV: STEPWISE SELECTION METHOD’S OUTCOME OF THE 

CATEGORICAL VARIABLES 

 

 

 

 

 

 

 

The above results (Table IV) present the final step of 
the stepwise selection for categorical predictors from the 
automobile dataset. From this method, seven influencing 
predictors are filtered such as make, aspiration, number of 
doors, body style, drive wheels, number of cylinders, fuel 
system.  After that, we have applied the stepwise selection 
method to selected numerical and categorical predictors 
selected from lasso and stepwise selection. 

The results (Table V) present, width, engine size, city 
mpg, stroke, make, aspiration, number of doors, body style, 
drive wheels, number of cylinders, fuel system are filtered 
out by stepwise selection method from the dataset. 
Predictors selected by the stepwise method are analysed by 
ANOVA. From the ANOVA (Table VI), the number of 

log(price) ~ make + aspiration + num.of.doors + body.style +  

    drive.wheels + num.of.cylinders + fuel.system 

                    Df      Sum of Sq             RSS          AIC 

+ engine.location    1        0.00903               2.3681      -436.75 

+ engine.type        3        0.01134               2.3658      -432.87 

- body.style         4        0.29426               2.6714      -431.56 

- aspiration         1        0.28457               2.6617      -426.02 

- num.of.doors       1        0.51683               2.8940      -415.48 

- fuel.system        4        0.72231               3.0994      -412.84 

- num.of.cylinders   3        0.71775               3.0949      -411.02 

- drive.wheels       2        0.78058               3.1577      -406.49 

- make              15      2.88326               5.2604      -368.19 
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cylinders and fuel systems are not significant. So, we 
removed them from the model.  

TABLE V: STEPWISE SELECTION METHOD’S OUTCOME OF THE SELECTED 

NUMERICAL AND CATEGORICAL VARIABLES 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

V. PRICE PREDICTION 

The integrated approach's best attributes (width, 
engine size, city mpg, stroke, make, aspiration, number of 
doors, body style, and drive wheels) were used to create a 
model that employed multiple linear regression to forecast 
the price. We obtained 92% accuracy for the price 
prediction using the training set. We evaluated the final 
model using the testing dataset and we obtained 87% 
testing accuracy. The high r-squared values show that the 
selected independent variables with the hybrid feature 
selection method truly determine the price of automobiles. 
To reduce the overfitting problem and improve 
interpretation capabilities, the number of features in the 
chosen algorithms was maintained as minimal as possible.  

The experimental results suggest that a hybrid 
approach integrating LASSO (embedded method) and 
Stepwise (wrapper method) regression techniques provides 
a high level of prediction accuracy and a reasonable rate of 
feature reduction. For the proper comparison with other 
approaches in the literature, no study in the literature uses 
the UCI machine learning [26] repository data to predict 
automobile prices. Some researchers used this automobile 
dataset for various purposes such as data-guided approach 
to generate multi-dimensional schema for targeted 
knowledge discovery [27], mapping nominal values to 
numbers for effective visualization [28], and attribute 
identification and predictive customization [29].  

VI. CONCLUSIONS 

The study presented a hybrid approach to select the 
optimal features to build an efficient model for the price 
prediction of automobiles. First, the dataset is analysed and 
pre-processed for the model building and then split the 
dataset into train and test datasets. Next, the feature 
selection was conducted using the training dataset using 
lasso and stepwise selection regression methods in an 
integrated way. The most relevant features for the 
prediction of automobiles are width, engine size, city mpg, 
stroke, make, aspiration, number of doors, body style, and 
drive wheels. These optimal features were evaluated in the 

multiple linear regression model with training dataset 
accuracy of 92% and testing dataset accuracy of 87% 
respectively. The findings show that combining embedded 
and wrapper feature selection to build a hybrid form of 
feature selection yields better outcomes. 
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Abstract - Coronavirus disease was first discovered in 

December 2019. As of July 2021, within nineteen months since 
this infectious disease started, more than one hundred and 
eighty million cases have been reported. The incubation 
period of the virus, severe acute respiratory syndrome 
coronavirus 2 (SARS-CoV-2), can be defined as the period 
between exposure to the virus and symptom onset. Most of the 
affected cases are asymptomatic during this period, but they 
can transmit the virus to others. The incubation period is an 
important factor in deciding quarantine or isolation periods. 
According to current studies, the incubation period of SARS-
CoV-2 ranges from2 to 14 days. Since there is a range, it is 
difficult to identify a specific incubation period for suspected 
cases. Therefore, all suspected cases should undergo an 
isolation period of 14 days, and it may lead to unnecessarily 
allocation of resources. The main objective of this research is 
to develop a classification model to classify the incubation 
period using machine learning techniques after identifying 
the factors affecting the incubation period. Patient records 
within the age group 5-80 years were used in this study. The 
dataset consists of 500 patient records from various countries 
such as China, Japan, South Korea and the USA. This study 
identified that the patients' age, immunocompetent state, 
gender, direct/indirect contact with the affected patients and 
the residing location affect the incubation period. Several 
supervised learning classification algorithms were compared 
in this study to find the best performing algorithm to classify 
the incubation classes. The weighted average of each 
incubation class was used to evaluate the overall model 
performance. The random forest algorithm outperformed 
other algorithms achieving 0.78 precision, 0.84 recall, and 
0.80 F1-score in classifying the incubation classes. To fine-
tune the model AdaBoost algorithm was used. 

Keywords - AdaBoost, boosted Random Forest, COVID-19, 
incubation period 

I. INTRODUCTION 

The Coronavirus disease 2019 (COVID-19) is one of 
the disastrous infectious diseases identified in late 2019 
from a seafood wholesale market in China. Some of the 
common symptoms of COVID-19 include fever, dry 
cough, difficulty in breathing, muscle pain, sputum 
production, diarrhea, and sore throat [1]. While the 
majority of cases display mild symptoms, some progress to 
pneumonia and multi-organ failures. As for current 
findings, the death rate per diagnosed case is 4.4 percent; 
however, it could range between 0.2%-15% based on the 
age group and other health problems [2].  The virus 
typically spreads from one person to another via respiratory 
droplets released mostly during coughing and sneezing. As 
of July 2021, the virus has spread over 222 countries and 
territories resulting in 188,404,542 cases and 4,059,223 
deaths [16]. Due to the high rate of diagnosed cases and 
deaths, the World Health Organization (WHO) has 

declared the COVID-19 disease as a pandemic on 11th 
March 2020.  

Incubation period of COVID-19 can be defined as the 
time range a person spends between exposure to the virus 
and symptom onset. During the incubation period, most of 
the patients do not show any symptoms of being infected, 
but they are capable of transmitting the virus to others [17]. 
It is very important to isolate the suspected cases during 
this period to avoid virus transmission. Since the 
incubation period greatly varies among individuals, it is 
very important to identify the incubation period accurately 
in order to decide quarantine periods and to allocate limited 
resources effectively towards controlling the pandemic. 

WHO has declared a time range of 2 to 14 days as the 
incubation period of COVID-19 patients [19]. Since there 
is a range to the incubation period, every suspected case 
should undergo a quarantine period of 14 days. During the 
quarantine period, active monitoring and resource 
allocation for the suspected cases are mandatory. Although 
all the suspected cases are quarantined for 14 days, some 
may have lesser incubation periods than others, because 
incubation period greatly varies depending on patients’ 
gender, age, chronic disease history, direct/indirect contact 
with the affected persons, and the residing country. If there 
is a mechanism to identify the incubation period of each 
individual based on their characteristics, it will help 
prevent unnecessary resource allocation for 
quarantine/active monitoring, and effectively use the 
limited resources towards controlling the pandemic. The 
main purpose of this study is to develop a predictive model 
to classify the incubation period of the COVID-19 
suspected cases based on their characteristics. 

Section-wise organization of the paper is as follows. 
Section - II discusses related work. Section – III describes 
the methodology of the system. Results are discussed in 
detail in Section -IV. Finally, section – V presents the 
conclusion and future work directions.  

II. RELATED WORK 

A. Findings on incubation period 

There are a number of studies to calculate the mean 
incubation period for the selected populations. One study 
has calculated the incubation period using 181 cases. This 
study has referred to patients' residing country, exposure 
date and time, dates of symptom onset, fever onset and 
hospitalization and calculated the median incubation 
period as 5.1 days [3].  The study states that 97.5% of the 
cases develop symptoms around 11.5 days. Another early 
analysis has referred to 158 cases outside the Chinese 
regions and estimated the median incubation period as 5 
days which ranges from 2 to 14 days [4]. Authors have 
estimated the incubation period using lognormal 
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distribution. This study specifies that the median time from 
illness onset to hospital admission was 3-4 days and the 
median delay between illness onset to death is 17 days. 
Another analysis based on 10 confirmed cases in China 
estimates the mean incubation period as 5.2 days (ranges 
from 4 to 7 days) [2]. This study specifies that children are 
less likely to be infected and may show milder symptoms. 
They have identified that age is one of the crucial factors 
that decide the incubation period. Their studies specify that 
27% of the patients are hospitalized after two days of 
symptom onset which implies that time available to seek 
medical attention is generally short. Another analysis on 88 
affected cases in Chinese regions outside Wuhan, specifies 
a mean incubation period of 6.4 days which ranges between 
2.1 to 11.1 days [5]. They have obtained the possible values 
for the incubation period by considering the number of 
days the person has stayed in Wuhan and the date of 
symptom onset and fitted three parametric forms for the 
incubation period: The Weibull distribution, the gamma 
distribution, and the lognormal distribution. 

B. Factors affecting to the incubation period 

Studies about factors affecting the incubation period of 
COVID-19 patients are limited. One study has identified 
that age is directly related to the incubation period. This 
study was based on 136 patients who had travelled to 
Hubei, China, and identified the median incubation period 
as 8.3 days for all patients, 7.6 days for younger adults, and 
11.2 days for older adults. This study specifies that elderly 
patients have a longer incubation period [6]. A study 
conducted by referring to r  Chinese COVID-19   patients 
specify that men's cases tend to be more serious than 
women's cases [7]. Using a public dataset of 37 cases, 
Authors have identified that the number of male deaths 
from COVID-19 is 2.4 times the number of female deaths. 
Further, they have identified that the percentage of males 
were higher in the deceased group than in the survived 
group. There is strong evidence which suggests that men 
may have a larger concentration of ACE2 (angiotensin-
converting enzyme 2) receptors in their body, which helps 
coronavirus to latch on and spread inside the body. This is 
one of the primary reasons why COVID-19 seems to affect 
men seriously, when compared to women [8]. Centre of 
disease control and prevention in the United States has 
identified that the people who have cancer, chronic kidney 
disease, COPD immunocompromised state (weakened 
immune system) due to solid organ transplant, obesity, 
BMI of 30 or higher), serious heart conditions such as heart 
failure, coronary artery disease or cardiomyopathies, sickle 
cell disease, type 2 diabetes mellitus have a higher risk of 
getting severely ill from COVID-19 [9]. Since chronic 
diseases directly affect the immune system of patients, the 
incubation period can differ from the immunocompetent 
people. Studies regarding the factors affecting the 
incubation period of COVID-19 patients are limited. Out 
of those studies one study has identified that the age is 
directly related to the incubation period. Authors have 
identified that the median incubation period for aset of 
COVID-19 patients who had traveled to Hubei, China was 
8.3 days, and for the younger adults the incubation period 
was 7.6 days, and for older adults, 11.2 days. This study 
specifies that elderly patients have a longer incubation 
period than the younger adults [6].  A study conducted on 
two populations of COVID-19 patients from two 

geographic locations to identify the deviation of incubation 
period across residing location, has proved that there is a 
deviation of incubation period across two regions. Out of 
the 181 patients used for the study, 108 patients were 
diagnosed outside of mainland China with a median 
incubation period of 5.5 days and 73 patients diagnosed 
inside China with a median incubation period of 4.8 days 
[3]. The above literature specifies that the patients Age, 
Gender, Chronic disease history, and residing country 
directly affect the incubation period of the COVID-19 
patients. 

C. Supervised learning classification algorithms used in 
COVID-19 domain 

One study has identified factors such as patients' age, 
residing country, if from Wuhan, if theyy have visited 
Wuhan and gender directly affect the death/recovery of 
COVID-19 patients using 100 confirmed laboratory cases 
in China [10]. This study has used the Naïve Bayes 
approach to classify the death/ recovery of COVID-19 
patients and achieved 93% accuracy. Another study has 
used the Logistic Regression approach to detect COVID-
19 using clinical text data. Authors have labeled 212 
clinical records into four categories named COVID, SARS, 
ARDS, and both (COVID, ARDS). Various text features 
such as TF/IDF, a bag of words has been extracted from 
these clinical reports to classify them. This study has 
reached 94% precision, 96% recall, and 95% f1 score using 
Logistic regression approach [11]. Support Vector 
Machine (SVM) has been used in the COVID-19 domain 
to classify the X-ray images of COVID-19 suspected cases. 
The study in [12] has used this method to identify the X-
ray images of COVID-19 patients by comparing normal X-
ray images with X-ray images showing pneumonia. [12] 
This study has reached an accuracy of 97% by classifying 
the X-ray images into classes using SVM approach. 
Another study has used the decision-tree classifier to 
identify COVID-19 patients by referring to their Chest x-
ray (CXR) images [13]. They have used three binary trees 
to identify the abnormality of the CXR images, identify the 
symptoms of tuberculosis and to identify COVID-19 
symptoms. They have achieved an accuracy of 98% and 
80% for the first two decision trees respectively, whereas 
the average accuracy of the third decision tree has been 
95%. One of the studies have used the Random Forest 
algorithm to identify if a person is infected with the SARS-
Cov2 virus and the type of hospitalization (regular ward, 
semi-ICU, or ICU) needed, based on the hematological 
parameters such as red blood cells, hemoglobin, 
neutrophils, lymphocytes, etc. collected from blood tests.. 
Authors have achieved 92.8% accuracy in identifying the 
type of hospitalization patients needed based on the 
hematological parameters from blood tests [14]. 

III. METHODOLOGY 

The key purpose of the study is to identify the factors 
affecting the incubation period and to design a model that 
can classify the incubation period of the suspected cases 
based on patients’ characteristics. Machine learning 
techniques were used to build the classification models. 
Next, the modelling techniques were compared on 
validation and model accuracy, to select the best technique. 
At last, the best classification technique was fine-tuned 
using a boosting algorithm to achieve higher accuracy. 
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Fig. 1. The methodology of the proposed solution 

Publicly available patient data and clinical records 
were used for this study. The following information about 
patients was gathered by analyzing the records manually. 

i. Age 

ii. Gender 

iii. Residing Country 

iv. Chronic disease history 

v. Direct/ indirect contact with the affected cases 

vi. Symptom onset date 

vii. Exposure date/Travel dates 

viii. Hospitalized date 

Most of the data were collected from social media 
posts and status related to the COVID-19 patients. Chinese 
social media WeChat accounts are one of the major data 
sources which release daily information on the list of 
COVID‐19 cases. Other than social media and WeChat 
accounts, following sources were used to collect data. 

● Kyodo News 

● Weibo.com 

● Kaggle 

In some of the cases, precise information was not 
recorded to identify the type (direct/indirect) of contact 
with the affected persons. If the patients travelled together 
with affected ones or if they got the virus from a family 
member, those scenarios are considered direct contact with 
the affected cases. Otherwise, an assumption was made - 
that they had indirect contact with the affected persons. 

The incubation period was calculated using the date 
difference between symptom onset date and the exposure 
date. Since the incubation period of the selected population 

ranges from 5 to 24 days, it was divided into four classes 
as below, for classification. 

● Class A:  20 - 24 days 

● Class B: 15 – 19 days 

● Class C: 10 -14 days 

● Class D:  5 – 9 days 

The incubation class was added to the dataset by 
creating a new column named ‘Incubation Class’. The 
median age of each incubation class was used to fill the 
missing values of the age column. Finally, label encoding 
was performed on the dataset. For analyzing the data, 
descriptive statistics were used. Bar charts were used to 
identify the distribution of the incubation period across 
patients’ age, gender, residing country, direct/indirect 
contact with the affected cases and chronic disease history. 
Next, Pearson’s Correlation Coefficient (PCC) was used to 
identify the variables which have the strongest relationship 
with the incubation period.  

A number of supervised learning classification models 
were compared in this study to identify the best model for 
this particular problem. Models were implemented using 
Google Collab platform which provides a Jupyter notebook 
environment that requires no setup and runs entirely in the 
cloud with the accessibility of powerful computing 
resources from the browser. Classification algorithms such 
as multiple regression, support vector machine, random 
forest, K- nearest neighbor algorithm, naive bayes, and 
decision tree were compared to find the best model with 
highest accuracy, to classify the incubation period class 
based on patients’ demographics and other characteristics. 
In order to validate the classification models, percentage 
split technique was used. The dataset was divided into two 
categories randomly, mainly 20%  for testing and 80% for 
training. Furthermore, performance metrics such as 
Precision, Recall and F1 Score were used to compare 
model performance.  

Boosting algorithms were used in this study to achieve 
higher accuracy in machine learning algorithms. Boosting 
algorithms are very useful to create high accuracy models 
by combining low accuracy models. AdaBoost algorithm 
was used in this study to improve the accuracy of the best 
performing classification model.[18] The main concept of 
AdaBoost is that it assigns weights to classifiers and 
training the data samples in each iteration such that it 
ensures the accurate predictions of unusual observations. 

IV. RESULTS AND DISCUSSION 

This section mainly describes the details related to the 
results obtained from the implementation process and the 
discussion of the results. 

The gathered dataset for the study consists of 500 
patient records with the age ranging from 5-80 years. Out 
of those records, 285 were male and 215 were female. The 
dataset includes patients’ information from most of the 
countries around the world with the majority of cases from 
China Singapore, France, Germany, Taiwan, Japan, 
Malaysia, United States, and South Korea. Following is the 
incubation period distribution for the dataset. 
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Fig. 2.  Incubation period distribution for the dataset 

 

The incubation period of the selected population 
ranges from 5-24 days with a median value of 13.86 days. 
The highest number of patients (51) have their incubation 
period as 14 days. Out of the 500 patient records, 31 of 
them (7.3% of the overall population) have their incubation 
period more than or equal to 20 days. 79 patients (15.8% of 
the overall population) have their incubation period less 
than or equal to 9 days. Majority of the patients have their 
incubation period between 10-19 days which is 76.8% of 
the overall population. 

Correlation analysis was used in this study to identify 
the variables which have the strongest relationship with the 
incubation period. Based on the results of the correlation 
analysis, patients' age and the incubation class have a very 
strong positive relationship which is 0.819. When it comes 
to the direct contact with the affected cases, it also has a 
moderate positive relationship with the incubation class 
which is 0.360. Having a history of chronic diseases such 
as cardiac, respiratory and metabolic diseases also have a 
strong positive relationship with the incubation class. 
Patients’ residing country also has a weak relationship with 
the incubation class which is 029.  

Results based on descriptive statistics and the 
correlation analysis suggest that men’s COVID-19 cases 
tend to decrease as the incubation period increases. This 
implies that men’s COVID-19 cases tend to show 
symptoms quickly than women’s cases do. Patients with 
chronic disease history such as Serious heart conditions, 
heart failures, coronary artery disease, cardiomyopathies, 
sickle cell disease, type 2 diabetes mellitus tend to show 
symptoms quicker than others. The different incubation 
periods can be the result of different types of inflammation 
and immune responses. When it comes to the method of 
exposure to the virus, results specify that patients who got 
direct exposure to the virus have a shorter incubation 
period than others. This implies that, if the patients had 
close contact with someone who has COVID-19 and got 
exposed to the virus directly, they tend to show symptoms 
very quickly than others who have got indirect exposure to 
the virus. 

Number of supervised learning classification 
algorithms were compared in this study to identify the best 
model to classify the incubation class based on patients 
age, gender, chronic disease history, direct/indirect 
exposure to the virus and the residing country. The 

following figure explains the accuracy of each model in 
classifying the incubation class. 

 

 

Fig. 3. Comparison of model performance without boosting algorithms 

The above figure specifies that the Random forest 
algorithm performed better in classifying the incubation 
class by achieving higher precision, recall, and F1 score. 
Since the F1 score provides the harmonic mean between 
precision and recall, it was considered the best performance 
metric to evaluate the models. Following is the model 
performances in tabular format. 

TABLE I.  COMPARISON OF MODEL PERFORMANCE IN TABULAR FORMAT 

 

Classifier Precision Recall F1 Score 

Naïve Bayes 0.764 0.750 0.741 

SVM 0.735 0.750 0.741 

Logistic Regression 0.780 0.782 0.777 

Random Forest 0.788 0.840 0.809 

Decision Tree 0.772 0.780 0.775 

 

AdaBoost algorithm was used in this study to improve 
the accuracy of the classification algorithms. Since the 
AdaBoost algorithm needs a base classifier, random forest 
was used as the base classifier since it outperforms other 
classification algorithms.  

 

 

Fig. 4.  Comparison of model performance with AdaBoost algorithm 
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Figure 4 displays the model performance after 
implementing the AdaBoost algorithm with the random 
forest algorithm as the base classifier 

From figure 4, we can identify that the performance of 
the random forest algorithm increased after the application 
of the AdaBoost algorithm. Before applying the AdaBoost 
algorithm Random Forest algorithm outperformed other 
algorithms achieving a 0.78 Precision, 0.84 Recall, and a 
0.80 F1 score. After applying the AdaBoost algorithm the 
performance metrics of the Random Forest algorithm 
increases up to 0.87 Precision score, 0.86 Recall Score, and 
a 0.86 F1 score. 

V. CONCLUSION 

This study implies that patients' age, gender, residing 
country, the method of exposure to the virus (direct/indirect 
exposure), and the history of chronic diseases such as 
cancer, chronic kidney disease, COPD, serious heart 
conditions, type 2 diabetes directly affect the incubation 
period of the SARS-CoV-2 virus. When it comes to age, 
older people tend to show symptoms quicker than younger 
people and they have a shorter incubation period compared 
to others. Gender wise, male cases tend to show symptoms 
quicker than others. Patients who have chronic diseases and 
immunocompromised states have a shorter incubation 
period than others and show symptoms quicker. The people 
who got direct exposure to the virus and who had a closer 
relationship with the affected cases tend to show symptoms 
quicker than people who got indirect exposure to the virus. 

In this study, several supervised learning classification 
algorithms such as SVM, naïve nayes, logistic regression, 
random forest, and decision tree were compared to find the 
best model with the highest accuracy to classify the 
incubation period.  Random forest algorithm outperformed 
in classifying the incubation period achieving higher 
precision, recall, and F1 score. Finally, boosting algorithms 
such as the AdaBoost algorithm was integrated with the 
random forest algorithm to achieve 0.87 Precision, 0.86 
Recall, and a 0.86 F1 score in classifying the incubation 
period. 

This study mainly focused on the symptomatic 
transmission of COVID-19. Symptomatic transmission 
refers to transmission from a person while they are 
experiencing symptoms such as fever, cough, tiredness, 
etc. In a symptomatic case, we are able to track the 
incubation period by the date difference, between exposure 
to symptom onset.  There are some cases showing 
asymptomatic transmission of COVID-19. Asymptomatic 
transmission can be defined as the transmission of virus 
from person to person, without showing symptoms of being 
infected. Very few asymptomatic transmission cases have 
been reported as a result of contact tracing efforts in some 
countries. Since asymptomatic patients do not show 
symptoms, it is relatively difficult to identify the incubation 
period. This study was conducted using only 500 patient 
records from several countries around the world. If there is 
larger number of patient records representing all the 
countries around the world with patients’ clinical 
information, a comprehensive study can be carried out. 
Further, unsupervised machine learning algorithms such as 
artificial neural networks can be implemented with a larger 
dataset in order to achieve higher accuracy. 

As future work, chest X-ray images of COVID-19 
affected persons can be combined with geographic and 

healthcare data processing models which will then be 
integrated into applications that will support the decision-
making process for the authorities and for the growth of the 
healthcare systems. This will finally lead to the 
development of semi-autonomous classification systems 
that can provide the facility to detect the incubation period 
of COVID-19 patients accurately and prepare us for future 
outbreaks. 
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Abstract - As synchronous online classrooms have grown 
more common in recent years, evaluating a student's attention 
level has become increasingly important in verifying every 
student's progress in an online classroom setting. This paper 
describes a study that used machine learning models to 
monitor student attentiveness to distinct gradients of 
engagement level.  Initially, the experiments were conducted 
using a deep convolutional neural network of student attention 
and emotions exploiting Keras library.  The model showed a 
90% accuracy in predicting attention level of the student. This 
deep convolutional neural network analysis aids in identifying 
crucial emotions that are important in determining various 
levels of involvement. This study discovered that emotions 
such as calm, happiness, surprise, and fear are important in 
determining a student's attention level. These findings aided in 
the earlier discovery of students with poor attention levels, 
allowing instructors to focus their assistance and advice on the 
students who require it, resulting in a better online learning 
environment. 

Keywords - Convolutional Neural Network, emotion, Keras, 
Machine Learning, online learning, student involvement 

I. INTRODUCTION 

Emotions have an important role in education and in 
many facets   of human existence.  Emotions are widely 
accepted to exist and to be judged. Student involvement is 
an essential notion in today's education system, and how 
much information the student receives is equally significant 
for learning. 

The advancement of sophisticated teaching 
approaches, along with greater computational power, has 
investigated and resolved numerous research challenges 
linked to student involvement in the traditional classroom 
setting, with favorable outcomes.  Despite these benefits, 
current global events have forced students to adjust to the 
online classroom model. A normal in-person classroom 
format helps students extend their concentration, develop 
their critical thinking, and reinforce their meaningful 
learning experience. 

As a result, the research component has expanded to 
include the issues and obstacles encountered by students 
during synchronous online classes. Online learning has 
exploded in popularity in recent years, and it has become a 
necessary method of continuous learning in the midst of a 
crisis.  Knowing the attention level of students in an online 
classroom setting is critical for creating an adaptive 
learning system.  Emotions and facial expressions are 

important indicators that instructors use to determine a 
student's attention level, but this is not feasible when 
learning takes place in a digital environment. 

Because of the COVID-19 epidemic, online learning 
and synchronous online classrooms have become a means 
of education in recent days. Recognizing students' attention 
levels with the system they are engaged in working with can 
change how any teacher interacts with their pupils.  
Identifying student attention levels will allow you to have a 
better picture of how they interact with the system and 
modify your teaching techniques. It also aids in recognizing 
and categorizing kids depending on their degree of 
attentiveness. The success of online classrooms is 
dependent on the outcome of students' knowledge and 
participation. 

Other studies in this field focus on recognizing 
students' varied emotions (happy, sad, angry, puzzled, 
disgusted, astonished, calm, neutral) during lectures, 
laboratories, and class research. The majority of current 
research in this sector has largely focused on measuring a 
student's emotional state. Because there is no association 
model between a student's degree of involvement in class 
and their emotional state, such research is restricted in its 
value to teachers. 

As a result, in order to make things easier for the 
teachers, research was conducted to determine if a student 
is attentive or not throughout class (binary classification on 
attentiveness). It is always useful to know if students are 
attentive or inattentive, but most of the time, students are 
not at either of these extremes.  In   practice, a student might 
be half attentive during lectures as well. As a result, a 
student's attention level may not always be restricted to 0 or 
1. 

A. Background 

We broadened the study to see if there are several 
categories for classifying student involvement. Therefore, 
we used a multi-level categorization of student attention 
level (attentive, partly attentive, and inattentive) in an 
online classroom setting.  The benefit of this approach is 
that it allows teachers to detect inattentive and partially 
attentive students early on and offer the necessary 
assistance, resulting in a better online learning 
environment. 
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We suggested a system architecture that makes use of 
machine learning techniques and a computer vision service. 
Machine learning techniques are utilized to create a 
prediction model for each degree of student attention. The 
computer vision service is utilized to determine the pupils' 
emotional states. A model is constructed to link emotional 
states with the level of attentiveness of the pupil. 

The first result is the output of one of the most common 
machine learning models, the Deep Convolutional Neural 
Network (CNN).  Based on their facial expressions, this 
model was utilized to recognize student involvement. CNN 
scored the greatest average accuracy of 90.4 percent in the 
model, suggesting that it is absolutely possible to construct 
a prediction model for varying degrees of student 
involvement using information acquired from a recorded 
video. 

The final result highlights the importance of emotion 
analysis and the prediction model of student attention levels 
in an online class environment using regression analysis. 
The rest of the paper is organized as follows. Section II 
presents the related work. Section III introduces three 
algorithms and web scraping techniques are used. In 
section IV, the results and discussions are presented. Final 
Remarks and References are mentioned in Section V and 
VI, respectively. 

II. RELATED WORK 

Monitoring the student learning process and 
delivering feedback to teachers in the classroom is a recent 
breakthrough in automated learning analytics. This notion 
of real-time feedback is made feasible by building the 
feature set with kinetic data collected from the Kinect One 
sensor device. In this study, seven different classifiers 
were evaluated to predict student attentiveness across time 
and average attention levels [1]. 

A methodology for detecting student emotions from 
student interactions with a cognitive tutor for mathematics 
was described. Cognitive tutors are programmed to 
respond to the student's actions inside the user interface. 
The software's log data was gathered, and observations 
were carried out in the school's computer lab. To evaluate 
the collected data, classification techniques such as 
decision tree, step regression, and naive bayes were 
utilized. The detectors evaluated on re-sampled data 
obtained 19% more accuracy than the set base rate [2]. 

A study was undertaken to increase student 
engagement in E-learning platforms by extracting mood 
patterns from their facial characteristics. The study aids in 
the assessment and identification of gaps in sustained 
attention by a student during an E- learning session. 
Analyzing moods based on a student's emotional states 
during an online lecture yielded data that could be easily 
used to improve the efficacy of the content delivery 
mechanism inside the E-learning platform. The study 
looks at whether facial expressions are the most important 
form of nonverbal communication and identifies the most 
prevalent facial characteristics that reflect a student's 
interest in a lecture. To train the models, such as the radial-
based Neural Network (NN) model, the Hidden Markov 
Model, and the Support Vector Machine, a neural network 
method was employed (SVM). The outcome demonstrates 
a significant connection with feedback and a success rate 
of more than 70% in measuring the student's mood [3]. 

Early on, researchers established a link between 
visual attention and sadistic eye movement [4], employing 
the Viola-Jones algorithm to recognize face pictures [5]. 
To categorize the activities of eye movements, the Support 
Vector Machine (SVM) was used. These traditional 
principles served as the foundation for the development of 
different machine learning approaches. 

III. METHODOLOGY 

A. Dataset 

The “DAISEE: Dataset for Affective States in E- 
Learning Environments” dataset contains 9068 video 
snippets captured “in the wild” from 112 users using an HD 
webcam setup to recognize user affective states, which are 
raw crowd annotated and associated with a standard 
annotation built by an expert team of psychologists. 
According to [6] research, each video was 10 seconds long 
since this length offered enough information for the 
labeling action. To mimic an E- learning environment, each 
participant was shown two separate 20-minute-long films. 
To capture a focused and comfortable atmosphere, one of 
the films was instructional and the other was recreational. 
It enables the capture of natural shifts in user attention 
levels. The students in this research ranged in age from 18 
to 30 years old.  

Because it was designed as an E-learning environment, 
the films were shot in a variety of settings, including dorm 
rooms, a busy lab area, and a library with varying lighting 
levels (light, dark and neutral). The video dataset was 
tagged with several emotional states such as boredom, 
confusion, engagement, and frustration. Each effect was 
further categorized into four labels: very low, low, high, 
and very high. 

B. Data pre-processing 

The first stage in our study project was to create a 
dataset from student photos collected in an E-learning 
environment. The video files were used to extract image 
frames. Every video is divided into 28 frames with a 20 
minute gap. Fig. 1 shows the frames that we got from the 
videos. The picture dataset was difficult to set up since the 
films were shot in diverse places with varied lighting 
conditions.  The difficulties included dark picture frames, 
students who were not within crucial proximity of the 
webcam, and students who were not within the image frame 
owing to other distractions. As a result, we concentrated on 
data collection by centralizing and cropping the face 
portions at identical pixel size for each frame. 

Fig. 1. Cropping the face portions 
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C. Feature extraction and labeling  

The extracted face characteristics for each 
engagement level should be relevant and carefully 
evaluated for labeling in order to accurately classify the 
photos based on their attention. For categorizing the 
pictures, two situations must be considered. Then extract 
features of each frame and save them in CSV using clipID. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Feature extraction 
As mentioned in Section dataset, for the first scenario, 

video files were identified based on their effects and 
assigned a score ranging from 0 to 3. (very low to very 
high). Images from video files with engagement effects at 
level-3 and other effects at level-0 are tagged as 
“Attentive.” Similarly, pictures from video files with 
engagement effects at level-2 and other effects at level-0 
are classified as “Partially attentive.” Finally, pictures from 
video files with engagement effects at levels 0 and 1 are 
classified as "Inattentive”. The pictures in this case are 
tagged using the carefully studied indications from face 
and behavioral features given by [7]. Based on the visual 
signals detected in the video files for the above- mentioned 
situation, the authors' criteria for involvement level 
categorization were changed by adding characteristics of 
facial expression, hand movements, and body postures. 
Still, the attention level definition remained the same. 

For our classification issue, when each sample belongs 
to just one class, the labels are mutually exclusive. As a 
result, the neural network labeled the pictures using sparse 
category cross-entropy. While training the machine 
learning model, it lowered execution   time   and   saved   
memory   space.   For example, instead of [1,0,0] or [0,1,0] 
or [0,0,1], the pictures will be labeled with [1] or [2] or [3] 
instead of [1,0,0] or [0,1,0] or [0,0,1] as in one-hot 
encoding in Fig. 3. 

 
Fig. 3. Hot encoding 

 

 
Fig. 4. Consider 300 data 

Here we considered only 30000 in figure 4 data and 
merge feature CSV with label CSV (above two) using 
ClipId in Fig. 4. 

 
Fig. 5. Merge feature csv with label csv 

 
Dropped boredom, confusion and frustration and 

considered only, the engagement levels in Fig. 5. 

 

 
Fig. 6. Consider only engagement 

 

D. Splitting the dataset 

The dataset consists of 30000 preprocessed images 
with dimensions of 200 * 200 pixels. The dataset was 
randomized and divided into two phases: training and 
testing sets, as shown in figure 6. In this case, the training 
dataset is utilized to fit various models with weights defined 
by the prediction algorithm's accuracy and loss function. 

We took a 30000 dataset and split it into 80% of the 
training dataset and 20% of the testing dataset. We had a 
training dataset of 24000 and a testing dataset of 6000. 
 

 
Fig. 7. Split dataset into training (80%) and testing (20%) 

 

To avoid over fitting the network and fine-tune the 
model's hyperparameters, a validation set was employed. 
When the model encounters the training data values, it does 
not modify its weights. Instead, it aids in the specification 
of a stopping point for the back-propagation method. The 
trained model's efficiency was assessed using a test dataset. 
Each model's accuracy in the test data gives an unbiased 
assessment of the model's performance on unlabeled 
pictures and verifies the network's predictive capacity. 

E. Build a CNN to take the output.  

We created a CNN with an accuracy of 90.4% in order 
to increase student engagement in the E- learning platform. 
We used 10 iterations. Three densities were used to train 
the model: 100, 50, and 10. 
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F. Build a LSTM to take the output 

We created a LSTM with an accuracy of 54.4% in 
order to increase student engagement in the E- learning 
platform. We used 10 epochs. 

IV. EXPERIMENT AND RESULTS 

A. Model evaluation outcome for CNN classifier 

By adjusting the validation split to 0.2, we were able 
to employ 10 epochs with the default batch size of 50. For 
every validation loss inside the model, the density was set 
to 100, 50, and 10 in the early stopping callback method. 
It monitors the loss quantity and, when it finds 
improvements, it is 2%   when three densities are used at 
the same time. Before finishing the 10 epochs, the loss 
function for our model hit a saturation point of around 
0.22, and the total accuracy achieved a high of 90.6 
percent. The CNN model was evaluated using the 
accuracy and loss graphs. When the dataset is balanced 
across classes, evaluating the model efficiency solely on 
accuracy and loss value obtained from the validation set 
may cause difficulties. Figure 8 depicts the construction 
of the CNN model. 

 

Fig. 8. Build a CNN model 

 

By adjusting the validation split to 0.4, we were able 
to employ 10 epochs with the default batch size of 10. 
When it finds improvements, it is 2% when three densities 
are used at the same time. Before finishing the 10 epochs, 
the loss function for our model hit a saturation point of   
around   0.13, and the total accuracy achieved a lower of  
54.4  percent.  The LSTM model was evaluated using the 
accuracy and loss graphs. When the dataset is balanced 
across classes, evaluating the model efficiency solely on 
accuracy and loss value obtained from the validation set 
may cause difficulties. Figure 9 depicts the construction 
of the LSTM model 

 
 
Fig. 9. Build a LSTM model 

 

Figure 10 depicts the connection between the accuracy 
of the training set and the validation set for each epoch. The 
graph shows that the accuracy of both the training and 
validation sets has risen with each epoch. It is not always 
necessary to take into account the validation learning 
curve's last data point with the best accuracy of the model. 
The greatest accuracy of the model reached epoch in our 
investigation was epoch 10. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Accuracy graph: Training vs. validation of CNN 

 

Fig. 11 depicts the connection between the accuracy 
of the training set and the validation set for each epoch. 
The graph shows that the accuracy of the training set has 
risen up and after that I has gone down and in the same 
value, and validation sets have the same value with each 
epoch. It is not always necessary to take into account the 
validation learning curve's last data point with the best 
accuracy of the model. The greatest accuracy of the model 
was reached each epoch in our investigation. 

 
Fig. 11. Accuracy graph: Training vs. validation of LSTM 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 12. Loss graph:  Training vs.  validation of CNN 
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Fig. 12 depicts the loss function connection between 
training and validation sets for each epoch. The graph 
terminates at epoch 10 with the patience parameter set to 6 
due to the callbacks adjusted in the CNN model, since the 
validation loss function detected no progress. 

Figure 13 depicts the loss function connection between 
training and validation sets for each epoch. The graph 
terminates at epoch 10 with the patience parameter set to 1 
due to the callbacks adjusted in the LSTM model, since the 
validation loss function detected no progress. 

 

 
Fig. 13. Loss graph:  Training vs. validation of LSTM 

 
 

B. Result discussion 

The efficiency and accuracy of forecasting student 
involvement levels was investigated in this study using   a   
machine   learning   model.   The   machine learning model 
was evaluated using a balanced dataset. Based on the 
performance measures, it is possible to infer that the deep 
learning CNN model is more effective than LSTM. Despite 
its superior accuracy, the CNN model requires more time to 
train but the LSTM model wants more time than CNN. 
When compared to the LSTM models, the CNN model 
produced the largest proportion of erroneous 
classifications. In summary, the CNN model outperformed 
all other models in all measures, with the greatest accuracy 
of 90.6 percent. 

V. CONCLUSION 

The outcomes of this study enable teachers to properly 
detect inattentive and partially attentive pupils, which 
contributes to a better online learning environment. It 
enables teachers to help students in need, resulting in a 
better learning experience. Our research looked at three 
machine learning models for measuring student 
involvement based on their emotions. The CNN model was 
chosen as the appropriate machine learning model to 
measure a student's attentiveness based on their emotional 
state by the research methodology employed in this study, 
with a prediction accuracy of 90.6 percent. The influence of 
emotion state rage on the connection between emotion 
states and student engagement levels was also investigated 
in this study. Understanding the confounding influence of 
rage on other emotional states has enabled us to identify 
important emotions displayed by inattentive and partially 
attentive pupils statistically. Based on the findings of this 
study, we can infer that  the deep CNN model provides a 
dependable and accurate platform for assessing different 

gradients of student involvement based on their facial 
expressions. 

This study effort can be developed in a variety of ways. For 
future studies, the CNN model may be modified to use 
computational resource-intensive architectures such as 
VGG16, VGG19, and ResNet, which would increase the 
machine learning model's prediction accuracy. 

This study could be expanded by incorporating a broader 
range of engagement levels to gain a more detailed 
understanding of students' attention levels and facial 
expressions. Furthermore, the research platform may be 
enhanced by integrating a web- based application that 
converts live video files into pictures, providing real-time 
data to the prediction model. A student survey may be 
included at the end of each online session to produce   user-
driven feedback data points to enhance and validate the 
machine learning models' prediction metrics. 

Another goal of the research is to do picture auto- labeling 
rather than manual labeling. Once the relationship and 
relevance    of    emotions    and engagement levels has been 
painstakingly determined, the cloud-based program may 
function as an AI expert in the labeling process. This 
approach is useful for dealing with big datasets. 
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Abstract - This contribution focuses on developing an AI-

driven warning device to ensure the safety of railway track 
workers. Recent studies clearly show that track workers 
safety has become a major challenge for the railway industry 
despite many precautionary measures that are implemented. 
In this regard, many technological solutions have been 
proposed and developed to warn track workers of the 
approaching trains. However, the cost and complexity are the 
drawbacks of these systems. Therefore, we introduce 
TrackWarn, a low-cost portable smart gadget that detects the 
sounds of the approaching trains and provides a warning 
signal to track workers via a phone call. TrackWarn uses a 
state-of-art Convolutional Neural Network (CNN) that 
utilizes environmental sounds and spectrograms to classify if 
the train is approaching or not. This model achieves an 
average classification accuracy of 92.46%. With the help of 
Arduino Nano 33 BLE Sense microcontroller, the whole 
system becomes very handy and potable. This paper 
addresses the design of the TrackWarn and the results 
obtained with respect to the various test cases. Further, the 
performance and communication challenges are also 
described in detail. 

Keywords - Arduino Nano33 BlE sense, CNN, smart, track 
workers, spectrograms 

I. INTRODUCTION 

Railway track workers play a crucial role in helping to 
ensure safe train transport. They usually carry out 
mechanical work associated with railroad systems without 
any automated safety systems in place. Due to improper 
safety measures, train accidents among railway track 
workers are frequent. These unforeseen accidents 
ultimately result in loss of life and severe injuries. 
Although the modern rail industries implement various 
efforts to mitigate track workers accidents, the accident rate 
escalates every year unevenly. The rail accident 
investigations reports reveal that the unawareness of 
approaching train is one of the primary causes for these 
unforeseen accidents [1]–[3].  

At present, there are two techniques that are widely 
used to warn people of the approaching trains: automatic 
track warning systems (ATWS) and lookout-operated 
warning system (LOWS). Based on deployment ATWS 
can be classified as train/wayside mounted device and 
portable zone device. While the train/wayside mounted 
devices are permanently installable devices, the portable 
zone devices are temporarily affixed on the railroad 
corridor. These devices notify the arrival of trains by 
communicating the specific device carried by the track 
workers. Although many commercialized automatic track 
warning systems (ATWS) [4][5] are available in the 
market, most developing countries still rely heavily on a 
lookout-operated warning system (LOWS)  for ensuring 
the safety of track workers. In LOWS, a member of the 

team is assigned to monitor and alert the arrival of trains. 
Moreover, the protection of track workers solely depends 
on the lookout operator. As part of this contribution, we 
figure out the problems of the existing ATWSs and propose 
a novel technique to ensure the safety of track workers with 
the help of AI. 

The train detection task is generally considered the 
most challenging part of any ATWS devices. At present, 
there are two different techniques that are generally carried 
out to detect the trains: track circuit and axle-counter [6]. 
In the track circuits, occupancy of a section of the track has 
been determined by continuous sensing the short circuit. 
This continuous sensing technique, can also be used in 
condition monitoring, for example to detect broken rails. 
However, power failure, leaves on the track, rusting, 
contaminants on railheads can cause the faulty result. In 
addition to this, the track circuit requires continuous 
maintenance for prolonged use.  

On the other hand, the axle-counters count the axles of 
the trains by measuring the inductance changes [7]. The 
latest axle-counters have the capability of finding the 
directions and speeds of the trains as well. However, power 
supply failures and wheel rocks are the two causes that 
make this system fail in counting axles. In addition to this, 
they are more expensive and require long installation times.  

In addition, various low-cost technological solutions 
have been proposed and developed to address the problem 
of accurately detecting the locations of trains on the 
railways. These include systems based on global 
positioning system (GPS) technology [8]–[10], RFID 
technology [11], wireless sensor networks (WSNs) [12], 
[13] , GSM technology [14], Image processing with 
vibration sensors [15], [16] , and weighing detectors [17] , 
accelerometers sensors [18], [19], coding and transmitting 
signal measured in track circuits [20]. In particular, the 
adoption of GPS technology may fail when the trains travel 
under bridges or within long tunnels [21], [22].  However, 
all of these methods yield a high error rate for critical 
decisions. Therefore, we decided to apply the sound 
classification technique to detect the approaching trains.  

With the advent of high-performance computing, deep 
learning algorithms such as neural networks, recurrent 
neural networks, convolutional neural networks yield 
negligible error rates. Especially in automatic voice 
recognition and computer vision, deep learning has been 
reached human levels of detection.  

The convolutional neural networks are the popular 
multi-layer architecture that specially applied in computer 
vision associated projects. However, recent studies prove 
CNNs are also applicable for automatic voice recognition 
using spectrogram images. Therefore, we employ a state-
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of-art CNN architecture that utilizes sound and 
spectrograms to classify if the train is approaching or not. 

The machine learning techniques enable the Internet of 
Things (IoT) to achieve its extreme level in a wide variety 
of applications ranging from tiny insect tracking to planets 
monitoring. Therefore, we analyzed several AI-enabled 
microcontrollers to successfully execute our deep learning 
algorithm. As the result of this study, we chose the Arduino 
nano 33 BLE sense microcontroller board to deploy our 
deep learning algorithm. Arduino Nano 33 BLE Sense 
microcontroller has a variety of built-in sensors such as 
accelerometer, compass, temperature, microphone, etc. In 
addition to this, it also supports wireless connections such 
as radio, Bluetooth [23]. 

Seamless communication is one of the crucial parts of 
the ATWS. We use a SIM800L GSM module that supports 
quad-band GSM/GPRS networks. Low cost and small 
footprint make this module suitable for any embedded 
projects that require long-range connectivity. It well 
operates at 3.7V with an external antenna. 

The rest of the paper is organized as follows: In 
Section 2, we describe the existing automated solution that 
use acoustic features to detect the trains. In Section 3, we 
detail the methodology that we used to build TrackWarn. 
In Section 4, we showcase our results and discuss possible 
explanation. Finally, we draw our conclusion and future 
work in Section 5. 

II. LITERATURE REVIEW 

The trains produce various types of sounds such as the 
horn, whistle, traction, rolling and aerodynamic effects. 
Based on this, various acoustic feature-based automated 
systems have been proposed to detect the trains. Sato et al. 
proposed a system to detect passing trains using the mobile 
devices of commuters [14]. This system analyses the 
environment sounds and predicts the probability of train 
passing by the use of a logistic regression model and 
hysteresis thresholding. Before the analysis, a low-pass 
filter is applied to reduce the environmental noise. 
Furthermore, the location calculated by the GPS sensor at 
the train detected point is shared with registered authorities 
through a central server. However, the authors fail to 
discuss the detection efficacy with the distance between 
mobile devices and railroad.   

In [22], a mobile phone-based train-localization 
system is proposed with the help of acceleration and 
microphone sensors. The microphone captures the high 
frequency distinct sounds of the train passing the rail joint 
to estimate the speed of the trains.  

Singhal et al. proposed a level crossing warning 
system to alert road drivers of approaching trains [24]. The 
system takes composite sound signals (train and 
surrounding sounds) as input and filters out sound pressure 
levels between 0 to 65 dB using a band stop and equiripple 
filters. The filtered signal is then compared with the 
average sound pressure level (given by -0.241* 
distance(vehicle) + 85.78 dB) to detect the approaching 
trains at level crossings. Although the authors mention the 
accuracy of this system is 95%, the various test cases and 
the ways of affixing circuits on the road vehicles were not 
discussed properly. 

A group of researchers applied Recurrent Neural 
Network (RNN) based sound recognition system to detect 
the trains at the level crossings [25]. The system utilizes the 

mixing sounds and Mel Frequency Cepstral Coefficient 
(MFCC) to classify the presence of trains. First, the 
Authors capture specific sounds such as aircraft, car, train, 
rain, thunder from online corpus as well as live recordings. 
Subsequently, with the use of NCH software, the train 
sound is mixed with other sounds into two categories such 
as two sound mixture and three sound mixture. Thereafter 
12 coefficients per frame from both categories are 
extracted. Finally, these features are used to train RNN 
with the backpropagation algorithm. Moreover, the scaled 
conjugate gradient algorithm (SCG) is designed to reduce 
the time consumed in line-search. Further, the authors 
stated that high accuracy (90%) found in both train+rain 
and train+aircraft+car mixtures. 

As per the literature reviews, we believe using deep 
learning algorithms, the sound sample of trains and the 
environment (noise) can be analyzed further to produce a 
robust prediction model with high accuracy. 

III. MATERIALS AND METHODS 

A. Data acquisition 

First, we determined five various locations such as 
remote areas, busy surroundings (near the market), seaside, 
near the airport, and tunnels to collect the recordings. 
Further, we decided to use Samsung galaxy grand prime 
and Apple iPhone 9 to collect the trains’ sound within the 
10m range from the railway track. In each location, 10 
different trains’ sound were recorded, which is 7 min long 
in total. In addition, to make a more robust classification 
model, environmental sounds such as thunderstorms, 
helicopter, aeroplane, road traffic, and background sounds 
also downloaded from the Kaggle corpus and labelled as 
noise. The recordings collected for classification are shown 
in Table I. 

TABLE I. TYPES OF SOUNDS AND THEIR DURATION 

 

 

 

 

 

 

 

B. Sample preprocessing 

Since the sample rate of mobile recordings is 48 kHz, 

we used Audacity 3.0.2 to resample them to 16 kHz, which 

is the actual sampling rate of Arduino nano 33 BLE sense. 

Subsequently, the resampled recordings were exported as a 

.wav format with 32-bit depth encoding.  

C. Model configuration 

In the model building process, a window with the size 
of 1sec with a window increase of 100 milliseconds is used 
to extract unique features from each raw sample. These 
windows (Spectrograms) are fed into the CNN model 
during the training process. Further, the number of epochs, 
learning rate, and the confidence for our CNN set as 30, 
0.005, and 0.7 respectively based on the experiments. The 
feature extraction process for a raw data is shown in Fig. 1. 

Train Sound Length 

Train (50) 7 min 

Noise Length 

Thunderstorms 1 min 

Aeroplane 1 sec 

Road traffic 2 min 

Helicopter 1 min 

Background 5 min 
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Fig. 1 Feature xtraction process 

 

D. Device settup 

The SIM800L GSM module and Arduino Nano 33 
BLE Sense microcontroller board are powered up using two 
separate 9V batteries. Two LM2596 DC-DC step-down 
buck converters modules are used to provide 3.7V and 3.3V 
to the GSM module and microcontroller respectively. The 
circuit diagram of TrackWarn is depicted in Fig. 2. Since 
Dialog Axiata PLC has many subscribers [26], we decided 
to use Dialog SIM for the GSM module. Two predefined 
mobile numbers (Dialog) are stored in the EEPROM of the 
Arduino board to give alert calls when the gadget detects a 
train. Further, the trained CNN model is deployed to the 
microcontroller board to detect the trains. Finally, all the 
components are fixed in a compact box to use 

 

Fig. 2 Circuit diagram 

 

E. Workflow of TrcakWarn 

The system is set to send an active SMS to the stored 

numbers every 15 min to ensure the system is kept working 

without any system failure. In addition, we introduced a 

counter variable to ensure the approaching train. In every 

correct target (train sound) prediction, the counter value 

increases by 1. When the counter value equals 5, the system 

confirms the passing of a train. In consequence, the alert 

calls have been triggered to respective track workers 

successively. Finally, the system reverts to its initial state. 

In case the counter value is not increased by 1 within 1.5 

sec, the system reset the counter to 0. The clear workflow 

of TrackWarn is shown in Fig. 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3 Workflow of TrackWarn 

IV. RESULTS AND DISCUSSIONS 

A. Model performance 

 The gadget is tested in a real environment to calculate 

the model efficacy. The model achieves 92.46% accuracy 

for unseen data with the feature extraction and inferencing 

times 77ms and 508ms respectively in the Arduino nano 

33BLE sense. In addition, the peak RAM usage is 

calculated as 129.7KB. This interprets the model is 

optimally working for the Arduino nano 33 BLE Sense 

microcontroller. However, the significant accuracy loss 

occurred during the thunderstorms. Therefore, various 

thunderstorms raw data is required to improve the accuracy 

level. 

1 sec 100 ms 
100 ms 

Fig. 1 Feature extraction process 
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B. Connectivity test 

First, we selected the Western and Central provinces of 
Sri Lanka to conduct the communication test since, as 
shown in Fig. 4 the coverage (Dialog) of Western province 
is comparatively higher than other provinces whereas many 
tunnels are found in the central province according to [27].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 Dialog coverage map in 2021 

 

Further, we selected 20 different coordinates for 
various areas from both provinces. The areas and connected 
calls are depicted in the TABLE II. 

TABLE II. CONNECTED CALLS 

Area Call Test 

Remote Areas 10 

Towns 18 

Seaside 16 

Tunnels 6 
  

In the remote areas, 10 calls were connected 
successfully. In the towns and seaside, 18 and 16 calls were 
connected respectively. However, in the tunnels, the system 
was able to connect only 6 calls due to poor signal. In 
remote areas and tunnels the gadget experience poor 
connectivity. This system can be tested with various SIMs 
or any other specific radio frequency transmitters to avoid 
these connectivity issues. 

V. CONCLUSION 

The safety of track workers is a major concern for the 
railway industry nowadays. Unawareness of approaching 
trains causes many fatal accidents among the track workers 
community. Since the existing automated systems are 
complex and costly, track workers prefer the look-out 
method (manual) to alert the track workers. Our 
TrackWarn uses state-of-art CNN architecture to detect the 

trains and alert track workers via a phone call. The testing 
results of our CNN model shows the trains’ sound and 
noises can be successfully classified with an accuracy of 
92.46% within the 10m recording range from the railway 
track. Further, this outperforms the existing complex 
systems. Since this gadget is inexpensive and simple, 
anyone can handle it easily. Since this system contains a 
fail-safe mechanism, the failures in any components can be 
easily identified with the constant interval SMSs. In the 
future, we will use a keypad with an LCD to add dynamic 
numbers and to change the internal configurations. 
According to the Table II, some points in various areas 
have signal problems due to less coverage. With the use of 
appropriate SIM, multiple SIMs, or specific frequency 
transmitter, this problem can be solved in future. Further, 
the parallel call features will also be included for various 
SIMs to alert at the same time. We ensure the usage of this 
smart gadget will mitigate track workers' accidents and 
help to save the country's economy. 
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Abstract - Automated inspection of surface defects is 
beneficial for casting product manufacturers in terms of 
inspection cost and time, which ultimately affect overall 
business performance. Intelligent systems that are capable of 
image classification are widely applied in visual inspection as 
a major component of modern smart manufacturing. Image 
classification tasks performed by Convolutional Neural 
Networks (CNNs) have recently shown significant 
performance over the conventional machine learning 
techniques. Particularly, AlexNet CNN architecture, which 
was proposed at the early stages of the development of CNN 
architectures, shows outstanding performance. In this paper, 
we investigate the application of AlexNet CNN architecture-
based transfer learning for the classification of casting surface 
defects. We used a dataset containing casting surface defect 
images of a pump impeller for testing the performance. We 
examined four experimental schemes where the degree of the 
knowledge obtained from the pre-trained model is varied in 
each experiment. Furthermore, using a simple grid search 
method we explored the best overall setting for two crucial 
hyperparameters. Our results show that despite the simple 
architecture, AlexNet with transfer learning can be 
successfully applied for the recognition of casting surface 
defects of the pump impeller.  

Keywords - automated inspection, casting defect detection, 
convolutional neural networks, hyperparameters, transfer 
learning 

I. INTRODUCTION 

Cost and time effective quality management [1] in a 
manufacturing operation is a significant aspect regardless of 
the domain. Nevertheless, producing higher quality 
products that yield higher customer satisfaction with the 
least cost and time has been a challenging task for 
manufacturing firms.  Product visual inspection for defects, 
being a crucial element in quality management, is 
increasingly automated in present manufacturing firms due 
to numerous benefits [2] which ultimately result in higher 
business performance.  

Metal casting is a manufacturing process where molten 
metals are solidified in a mold to obtain the required shape 
[3]. Though metal casting processes span across a wide 
variety of metals and several specific techniques, the most 
common defect types can be categorized as blowholes, 
shrinkages, cracks, sand inclusions, defective surfaces, and 
mismatches [4]. Proper identification of casting defects 
effectively is vital as unnoticed defective finished products 
which go to the customers’ hand can cause fatal mechanical 
failures [5].  Automating the process of visual inspection of 
metal castings with the aid of intelligent systems [6] is 
beneficial in terms of accuracy, inspection time, and cost.  
Especially, it prevents the facilitation of human labor in 

hazardous environments including costly concerns of the 
safety of such employees.  

The visual identification process of defects in metal 
castings needs to entertain two main requirements during 
the process of inspection. One is the identification of surface 
defects on the casting, and two is the identification of 
defects located inside the cast product which are not visible 
to the naked eye. The latter is relatively complicated and 
expensive, commonly accomplished by non-destructive 
testing (NDT) methods such as ultrasonic testing, eddy-
current testing, magnetic particle testing, and radiographic 
(X-ray) testing [7].  

The main purpose of non-destructive testing is to 
identify defects located inside the test object by the naked 
eye without damaging the object. X-ray computer 
tomography (XCT) is a widely used non-destructive casting 
inspection method that generates two-dimensional/three-
dimensional images of the object interior structure [8]. 
Inspecting such interior images along with the inspection of 
casting surfaces of every manufactured product is necessary 
to maintain lower defect levels. Not only the interior images 
generated by XCT but also the conventional photographs of 
the casting surfaces can be fed into intelligent systems that 
use image processing and machine learning techniques for 
recognition, categorization, and localization of casting 
defects [6].   

Convolutional neural networks (CNNs), which lie in 
the domain of machine learning have been well studied for 
their appropriateness in computer vision applications [9]. 
The structure of CNNs is analogous to that of the 
connectivity pattern in the visual cortex of the human brain. 
CNNs are capable of extracting features by themselves and 
there is no need to perform manual feature extractions in the 
input images which, however, is essential in some primitive 
machine learning techniques. Fig. 1 illustrates the 
difference in image classification approach between 
primitive machine learning methods and CNNs. Hence, 
over the last decade, CNNs have successfully applied for 
automated inspection of casting defects with varying 
performances [10]–[12]. Since the onset of the CNNs, 
numerous architectures have been generated by carrying out 
structural reformulations, regularizations, parameter 
optimizations, etc. [13]. AlexNet [14] is a prominent CNN 
architecture that performs competently in the tasks of image 
recognition. While CNNs perform better in the realm of 
images over traditional machine learning techniques still 
some common hindrances for lack of generalization of 
models are not fully conquered by research. Specifically, 
models trained for the same feature space and the same 
distribution drastically reduce their performance when 
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tested on a different dataset with different feature 
distribution. 

 
 

Fig. 1. Difference in image classification approach between conventional 

machine learning techniques and CNNs 

Transfer learning has significantly addressed the issue 
of using a single CNN model for the recognition tasks in 
different image fields. Transfer learning in CNNs is the use 
of knowledge gained by training a model in one domain, on 
another in a dissimilar domain [15]. It helps not only to 
mitigate the computational cost in training but also to 
generalize the CNN models over different domains. 
Moreover, transfer learning is beneficial in situations when 
adequate data is lacking for learning from scratch. Despite 
the successful applications of transfer learning in automated 
recognition of casting defects, selection of the unique CNN 
model parameters (hyperparameters) [16] relevant to each 
casting image dataset is still necessary.   

This paper focuses on: (1) investigating the application 
of an AlexNet CNN model which is pre-trained on an 
entirely different larger dataset to recognize images of 
casting surface defects, and (2) optimizing hyperparameters 
for best performance. The pivot of this study is a 
classification task to segregate faulty casting products in a 
manufactured batch through pattern recognition. Further 
classification of defect types or localization of defects, 
however, are out of the scope of this study. The dataset [17] 
used in the study comprised only two classes named ‘defect’ 
and ‘defect-free’ representing images with one or more 
defects, and images without any visible defect, respectively. 

II. RELATED WORK 

Recognition and localization of manufacturing defects 
using machine learning techniques are explored in 
numerous studies over the recent years with the focus of 
achieving high-performing robust models. Several 
primitive computer vision techniques were used by several 
authors at the early stages of the pattern recognition field. A 

background subtraction method followed by a thresholding 
algorithm is proposed in [18]. The idea is to generate an 
image with the same pixel intensities as the original image 
except defective regions using low-pass filtering [19]. The 
newly constructed image is then subtracted from the 
original image resulting in a residual image containing only 
defective regions.  In [20] the Modified Median filter, 
MODAN-Filter, is proposed to identify contours of the 
casting defects from non-defective areas with a function to 
calculate the pixel values of the background image. 
Furthermore, equations of the MODAN-Filter are 
generalized in [21] to achieve higher robustness.  These 
filtering-based methods that depend on optimum filter 
parameters, however, can be unreliable when image noise is 
present substantially. In [22], the wavelet transform method 
is described as a potential technique to identify certain 
casting defect types.  

Feature-based detection of casting defects is another 
trending approach that can be seen applied in [10], [23]. 
During this process, each pixel is classified as a defect or 
not based on the features calculated using sets of nearby 
pixels. Common features include statistical descriptors such 
as mean, standard deviation, skewness, kurtosis, energy, 
and entropy [24]. In [25], a hierarchical and a non-
hierarchical linear classifier has been implemented based on 
six geometric and gray value features namely contrast, 
position, aspect ratio, width-area ratio, length-area ratio, 
and roundness.  A Fuzzy logic-based method for the 
detection and classification of defects that appear in the 
radiographic images is proposed in [11]. 

Many modern studies have tested numerous CNN 
architectures in terms of the performance and accuracy of 
casting defect recognition tasks. Among those, Region-
Based Convolutional Neural Networks (R-CNNs) are used 
for the automatic localization of casting defects 
significantly [12]. R-CNNs are capable of setting bounding 
boxes around categorical patches in the images where this 
can be implemented easily to mark the defects in the casting 
defect images. In [10], a new CNN architecture called Xnet-
II is introduced which comprises five convolutional and 
fully connected layers. Moreover, they have used a dataset 
generated through simulation using Generative Adversarial 
Networks (GAN) [27] instead of real casting defect images.  

Lack of sufficient data is a common problem in the 
machine learning domain. Data augmentation where new 
images are generated by augmenting the existing images of 
casting defects efficiently and accurately with low 
background noise is proposed in [28]. This mechanism is 
based on a traditional image enlargement technique, 
precisely forcing the CNN to learn more in the regions of 
the image that need high attention in order to perform better 
in the classification task. On the other hand, transfer 
learning is effective not only in the lack of data scenarios 
but also in respective to the robustness of the model. In [5], 
the authors use ResNet CNN architecture for the recognition 
of casting defects. When compared to AlexNet, due to the 
architectural complexity, ResNet needs a significantly 
larger number of computations which ultimately consumes 
higher computational resources. 

III. METHODOLOGY 

In this section, we explain the approach used to 
recognize casting surface defects of an industrial product 
using AlexNet CNN architecture and transfer learning. 
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Improving the accuracy and the robustness of the AlexNet 
architecture using transfer learning in the context of casting 
defect detection is the major objective of this study. 

A. Description of the dataset 

The dataset, obtained from Kaggle datasets [17], 
consists of images of a submersible pump impeller which is 
manufactured as a casting product. All the images depict the 
top view of the impeller and belong to two classes. The 
images that exhibit at least one casting defect on the surface 
of the impeller are labeled as defect while all the other 
images, conversely, are labeled as defect-free. i.e., Any 
casting defect on the surface that cannot be identified by the 
naked eye from the images is labeled as defect-free.  

This dataset is collected under stable lighting 
conditions with a Canon EOS 1300D DSLR camera. The 
dataset contains  a total of 1300 gray-scaled images with the 
dimensions of each as (512×512) pixels. Among those, 781 
images are labeled as defect, and the remaining 519 images 
are labeled as defect-free. Fig. 2 shows eight sample images 
(size and the resolution is altered in order to adhere to paper 
guidelines) and corresponding labels which are randomly 
picked from the two classes. All the images acquired for this 
study from the original dataset are only the raw images and 
the augmentation is done as a part of this study. 

B. Image augmentation 

In this section, we discuss the image data augmentation 
techniques applied for the dataset before the 
experimentation. As in [29], several classical techniques 
that belong to geometrical and color-based transformations 
were applied randomly to yield higher variability. As per 
geometric transformations, rotation, shearing, mirroring, 
scaling (zoom-in/out) and translation were applied. 
Nevertheless, color space transformations were limited only 
to change of apparent brightness as the dataset already 
contains grayscale images. Moreover, apparent brightness 
change (performed randomly) in each pixel intensity of an 
image was restricted to a maximum of 20% (either increase 
or decrease) of the current intensity. It prevents introducing 
new defect regions which were not in the original image or 
disappearing significant regions of the image with low 
intensities by further decreasing the intensity.  

 

Fig. 3 shows one sample image (annotated as defect-
free) and corresponding images synthesized by augmenting 
that image using all the techniques used in this study. 

Among synthesized images, 5814 are annotated as defect-
free and 7668 are annotated as defects. At last, all the 
images were resized to (224×224) pixels. Throughout all the 
experimentation, training and validation data split is 
diversified by changing the amount of training data to 20%, 
40%, 50%, 60%, and 80% to understand the capacities of 
generalization of the used models [30].  Hereinafter, the 
ratio between the training image set and the validation 
image set will be referred as train-test split ratio. 

C. Non-parametric classification using the k-nearest 

neighbor algorithm 

K-Nearest Neighbor (KNN) algorithm, which is a basic 
supervised machine learning algorithm, is used to 
investigate the capability of performing the classification 
task using raw pixel intensities as the input and without any 
sophisticated feature extraction techniques. 

In the context of computer vision, the KNN algorithm 
performs classification of the data points (pixel values) 
based on the distance between them and with the 
assumption that  similar features exist nearby. Common 
methods of calculating the distance include the Euclidean 
distance: 

𝑑(𝑝, 𝑞) = √∑ (𝑞𝑖 − 𝑝𝑖)
2𝑁

𝑖−1   (1) 

and the Manhattan/city block distance: 

𝑑(𝑝, 𝑞) = ∑ |𝑞𝑖  −  𝑝𝑖|
𝑁
𝑖−1   (2) 

where 𝑑(𝑝, 𝑞) is the distance between two 𝑝 and 𝑞 points in 
the image spatial domain with N pixels. 

In this study, the KNN algorithm is performed with the 
raw pixel intensities of casting images without any feature 
extraction with the Manhattan distance calculation metric 
and the k value equals to five. The variation of precision, 
recall, and f1-score is observed by varying the train-test split 
ration. 

D. CNN architecture 

Despite the emerging CNN architectures, we base our 
model around AlexNet architecture due to three reasons. (1) 
To the best of our knowledge, application of AlexNet based 
transfer learning in recognition of casting defects is not 
addressed in past literature, (2) AlexNet is applied in a 
diverse set of deep learning problems witnessing promising 
results [30], [31], (3) AlexNet, which was proposed in 2012, 
is regarded as the first deep CNN architecture which 
showed pioneering results in image recognition and 
classification tasks [32]. We show that AlexNet is 
sufficiently deep and reliable for a modest classification of 
casting surface defects when compared to other deeper 
sophisticated architectures born after AlexNet, if 
hyperparameters are properly optimized.  

AlexNet consists of five 2D convolutional layers 
(Conv2D) followed by three fully connected layers (FC). 
The build of the AlexNet architecture is illustrated in Table 
I and it is constructed with several common CNN 
components 

 
 

Fig. 2.   Randomly picked eight number of sample images from the 

dataset annotated as defect and defect-free 
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a) Convolution layers 

Each convolutional layer consists of a set of filters 

known as convolutional kernels where each neuron plays 

the role of a kernel. The kernel is a matrix of integers where 

it will multiply its weights with corresponding values of a 

subset of pixels of the input image. The selected subset of 

pixels of the input image has a similar dimension to the 

kernel. Then, the resulting values are summed up to 

generate one value that represents the value of a pixel in 

the output (feature map). The kernel strides across the input 

image producing the output (feature map of the entire 

image) of the convolution layer. In each layer, the kernel 

strides over a varying number of pixels at a time in both 

dimensions (height and width). The convolution process 

can be mathematically expressed as [33]: 

𝑓𝑙
𝑘(𝑝, 𝑞) = ∑ ∑ 𝑖𝑐(𝑥, 𝑦). 𝑒𝑙

𝑘(𝑢, 𝑣)𝑥,𝑦𝑐   (3) 

where, 𝑖(𝑥, 𝑦) is an element of the input image tensor with 
𝑥 and 𝑦 coordinates, which is element-wise multiplied by 

𝑒(𝑢, 𝑣) index of the 𝑘𝑡ℎ  convolutional kernel of the  𝑙𝑡ℎ 
layer. 𝑢  and 𝑣  are the rows and columns of the kernel 
matrix. 𝑓(𝑝, 𝑞)  is the corresponding output feature map 
with 𝑝 columns and 𝑞  rows while 𝑐  is the image channel 
index. 

b) Pooling layers  

Pooling operation sums up identical information in the 
local region of the feature map generated by a 
convolutional layer and outputs a single value within that 
region [34]. AlexNet consists of three pooling layers 
followed by the first, second and last convolution layers. 

c) Activation function 

 Use of Rectified Linear Unit (ReLU) as a non-linear 

activation function of each layer is a significant 

characteristic in AlexNet. ReLU activation function is: 

𝑅(𝑧) = max (0, 𝑧)  (4) 

where 𝑧  is the function input and 𝑅(𝑧)  is the function 
output which equal to the input when the input is positive 
and equal to zero otherwise. 

d) Batch normalization 

As a countermeasure for the overfitting, batch 
normalization is performed after several layers of the 
AlexNet. 

 

e) Fully connected layer 

At the end of the feature extraction stage 
(accomplished by convolutional layers), three fully 
connected layers are introduced which perform 
classification globally [35]. 

f) Dropout 

To achieve generalization, some units or connections 
with a certain probability within the network are randomly 

Fig. 3.   Six transformations applied to a single original image (the symbols ‘x’ and ‘o’ in red color are used to understand the transformation in respect to the 

original image). Relevant transformation is labeled on top of the image. 

TABLE I.    LAYERS OF THE ALEXNET ARCHITECTURE 

ID Layer Type 

Layer Parameters (f=no. of 

feature maps, k=kernel size, 

s=strides, act=activation 

function) 

Size of 

Feature 

Map 

0 Input layer 
Input image size=(224x224) 

pixels, Channels=1 
 

1 Conv2D 
f=96, k=(11 x 11), s=4, 

act=ReLU 
555596 

2 Max Pool f=96, k=(3 x 3),  s=2, 272796 

3 
Batch 

normalization 
N/A 272796 

4 Conv2D 
f=256, k=(5 x 5), s=1, 

act=ReLU 
272796 

5 Max Pool f=256, k=(3 x 3), s=2, 1313256 

6 
Batch 

normalization 
N/A 1313256 

7 Conv2D 
f=384, k=(3 x 3), s=1, 

act=ReLU 
1313384 

8 
Batch 

normalization 
N/A 1313384 

9 Conv2D 
f=384, k=(3 x 3), s=1, 

act=ReLU 
1313384 

7 
Batch 

normalization 
N/A 1313384 

11 Conv2D 
f=256, k=(3 x 3), s=1, 

act=ReLU 
1313256 

12 Max Pool f=256, k=(3 x 3), s=2, 66256 

13 
Batch 

normalization 
N/A 66256 

14 Dropout Rate=0.5 66256 

15 FC f, k, s are N/A, act=ReLU 4096 

16 Dropout Rate=0.5 4096 

17 FC f, k, s are N/A, act=ReLU 1024 

18 Dropout Rate=0.5 1024 

19 FC f, k, s are N/A, act=softmax 2 
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skipped (dropout) [36]. The AlexNet model executes 
dropout after several fully connected layers in it. 

g) Output layer 

The final layer of AlexNet architecture which acts as 

the output layer uses the softmax activation function [37]. 

The softmax function is given by: 

𝑆(𝑦𝑖) =
𝑒𝑥𝑝 (𝑦𝑖)

∑ 𝑒𝑥𝑝 (𝑦𝑗)𝑛
𝑗=1

  (5) 

where 𝑦𝑖is the 𝑖𝑡ℎ element of the input vector, 𝑛 is the 
number of classes which, in our case is two–defect and 
defect-free. 

In our study, four modifications were carried out on the 
original AlexNet model creating an AlexNet variant. The 
modifications are: (1) Number of channels in the input 
convolutional layer is changed from three to one as our 
dataset consists of only grayscale images, (2) Dropout is 
imposed after each fully connected layer, (3) Batch 
normalization is performed after third and fourth 
convolutional layers, and (4) Number of output features of 
the second fully connected layer changed from 4096 to 
1024. 

E. Application of transfer learning and optimizing 

model   hyperparameters 

ImageNet dataset [38] is used for  pre-training of the 
AlexNet model and the influence of the transfer learning is 
tested using three experimental configurations (EC): 

• EC1: AlexNet is trained with the casting surface 
defect dataset without any pre-training with 
weights initialized randomly (training from 
scratch).  

• EC2: the same process in the previous 
configuration repeated, but the weights initialized 
with the ones found from the pre-trained model 
instead of random weights. 

• EC3: the exact weights of all the feature extraction 
layers pre-trained on the ImageNet dataset were 
used. 

• EC4: the entire model parameters (including both 
parameters of convolutional and fully connected 
layers) of the pre-trained model on the ImageNet 
dataset is used on the casting surface defect 
dataset. 

In each configuration, two types of hyperparameters 
including optimizer [39] and learning rate are optimized 
using the grid search method to achieve higher accuracy 
with modest robustness. In the grid search method, all the 
possible combinations of the selected hyperparameters are 
tested in multiple trials. The grid search methods suffers 
from the curse of dimensionality [40] where the number of 
trials grows exponentially with the increase of the number 
of hyperparameters. Nevertheless, the other sophisticated 
optimizations are not used as we obtained sufficient 
accuracies by varying only the two aforementioned 
hyperparameters. 

F. Implementation  

Training of the AlexNet model is accomplished using 
the Google Collaboratory tool–a free online python 
programming environment specially designed for machine 
learning tasks. CPU is composed of a single core hyper 
threaded Intel Xeon Processors at 2.3Ghz speed and 13GB 
RAM while GPU is a Tesla K80 GPU with a 12 GB 
GDDR5 VRAM.  

For the implementation of the AlexNet model and 
KNN, TensorFlow [41] and Scikit-learn [42] open-source 
tools are used. TensorFlow is an open-source framework 
designed for the implementation and experimentation of 
machine learning-related tasks while Scikit-learn is a high-
level machine learning library for python programming 
language. Furthermore, pre-trained models including the 
weights are acquired using PyTorch–an open-source deep 
learning framework [43]. 

 
All the experiments ran for ten epochs, where epochs 

are the number of training iterations where each neural 
network accomplishes one learning instance over the 
dataset. The selection of ten epochs is based on the 
empirical observation that conveys all the training in each 
experiment is always converged with ten epochs with 
optimal hyperparameters. 

 

IV. RESULTS AND DISCUSSIONS 

This section presents the results obtained by following 
the methods discussed in the previous section and related 
interpretations. 

A. Classification without learning 

The results of the KNN classification of the casting 
surface defect dataset are presented in this section. Table II 
shows precision, recall, and the f1-score corresponding to 
each class (defect and defect-free) obtained after 
performing the KNN algorithm with varying the train-test 
split ratio. With the reduction of the training set percentage, 
there is no significant gradual change in the accuracy as 
there is no learning that occurred during the training process 
by the KNN algorithm unlike the learning models discussed 
in this paper. 

The overall average accuracy of the classification of 
casting surface image data using the KNN algorithm is 
relatively lower when compared to the results of CNN 
models discussed in the future sections. This lower accuracy 
reveals that the classification using raw pixel intensities and 
their proximities to neighbor values in the casting surface 
defect images are not significant. This phenomenon 
discloses that all the images in each class are unique up to a 
certain extent in respect of pixel intensities which in return, 
induces the importance of the feature extraction. On the 

TABLE II.    PRECISION, RECALL AND F1-SCORE OF THE TWO CLASSES 

OBTAINED AFTER CLASSIFICATION USING KNN ALGORITHM 

 Defect Defect-free 

Test: 

Train 
Precision Recall 

F1-

Score 
Precision Recall 

F1-

Score 

0.2:0.8 0.86 0.87 0.88 0.86 0.81 0.83 

0.4:0.6 0.85 0.88 0.86 0.84 0.79 0.81 

0.6:0.4 0.85 0.88 0.86 0.84 0.79 0.81 

0.8:0.2 0.84 0.82 0.83 0.77 0.79 0.78 
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other hand, when observed with a perspective of the 
accuracies (i.e., All the accuracies are around 0.8 which is 
regarded as a significant performance in image 
classification tasks) it reveals that the image dataset has 
lower levels of noise. 

B. Classification with learning 

Classification endorsed by the application of CNNs 
manifested higher accuracies when compared to the 
classification performed by the KNN algorithm. Fig. 4 
illustrates the variation of accuracy with different train-test 
split ratios and different experimental configurations. 

For each experimental configuration, training accuracy 
(as shown in Fig. 4-a) is dropped when the training image 
portion decreases while increasing the number of validation 
images. In fact, demonstrating the common idea that lesser 
training in deep learning models causes lesser accuracies. 
Nevertheless, the size of the drop is negligible as all the 
accuracies are above 0.9 (or equal to 0.9) in each scenario. 
The highest overall accuracy is achieved when the training 
weights are initialized from the pre-trained model (EC2) 
instead of random initialization (EC1).  

 

 

 

 

 

 

 

 

 

 

 

 

Specifically, even with 20% training images, the use of 
the exact feature extractor of the pre-trained model for 
training (EC3) induced higher accuracy than training from 
scratch. In the instance where both feature extractor weights 
and classifier weights (weights of the fully connected 
layers) of the pre-trained model are used on training, an 
overall accuracy of 0.9 is achieved.  

On the contrary, validation process accuracy (as shown 
in Fig. 4-b) does not fluctuate considerably over the 
variation of train-test split ratio regardless of the 
experimental configurations except where training is done 
from scratch. All the transfer learning schemes (EC2, EC3, 
and EC4) show improved validation accuracies when 
compared to training from scratch (EC1) on the casting 
surface image dataset.  

Table III indicates the possible combinations of the 
hyperparameters used for the grid search method and 
related accuracies for EC3 with 20% of training images. 
During optimization of hyperparameters, first, we picked a 
random learning rate (0.0001) and performed a grid search 
with seven optimizer types. The best performance is gained 
by setting the optimizer to the RMSprop algorithm [39]. 
Fixing the optimizer as RMSprop algorithm, then we tested 
several learning rates which resulted in 0.0001 as the 
optimum value. Overall best hyperparameters (i.e., 
optimizer type and learning rate) found by the grid search 
method with the other hyperparameters found from the 
literature were standardized as shown in Table IV over the 
final run of each experiment. 

 

V. CONCLUSIONS AND FUTURE WORK 

Maintaining quality standards is vital in the casting 
product manufacturing industry for better business 

Fig. 4.   (a) and (b) are the accuracies of training process and the validation process, respectively over different experimental configurations (ECs) 

(which are mentioned under methodology of this paper) and varying train-test split ratios.  

TABLE III.    RESULTS OF THE GRID SEARCH METHOD PERFORMED TO 

FIND BEST OPTIMIZER AND LEARNING RATE 

Search 1: Learning Rate is Randomly Selected 

(=0.0001) and Fixed to Test Several Optimizer Types 

Learning 

Rate 
Optimizer 

Training 

accuracy 

Training time 

(seconds) 

0.0001 

Adam 0.94 742 

Adadelta 0.57 757 

AdamW 0.90 484 

Adamax 0.89 518 

ASGD 0.57 505 

RMSprop 0.93 635 

SGD 0.58 744 

Search 2: Best Optimizer (RMSprop) from Search 1 is 

Fixed and Tested Several Learning Rates 

Optimizer 
Learning 

rate 

Training 

accuracy 

Training time 

(seconds) 

RMSprop 

0.1 0.55 630 

0.01 0.57 634 

0.001 0.94 641 

0.0001 0.93 637 

0.00001 0.93 642 

 

TABLE IV.    OPTMIZED HYPERPARAMETER SETTINGS/VALUES  

STANDARIZED THROUGHT ALL EXPERIMENTS 

Hyperparameter Setting/Value 

Obtained with Grid Search 

(GS) Method/Using 

Literature (LT) 

Optimizer RMSprop GS 

Learning Rate 0.0001 GS 

Learning rate 

policy 

Step (decay 

over epoch) 
LT 

Momentum 0.9 LT 

Batch Size 16 LT 
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performance and for the safety of the end-users who 
consume products with critical mechanical components 
fabricated by casting. Automated inspection of casting 
defects leads to lesser inspection times and circumvents 
safety problems of employees working in hazardous 
environments. 

In this paper, we discussed the application of AlexNet 
CNN architecture-based transfer learning for automated 
inspection of surface defects of a submersible pump 
impeller manufactured by casting. Over the last decade, for 
the task of casting defect recognition, numerous 
sophisticated architectures were proposed with higher 
architectural complexity and better performance compared 
to the AlexNet architecture. Using the results of our study, 
we show (limited to the dataset used) that a simpler 
architecture like AlexNet can perform better when it is 
implemented with transfer learning and optimized model 
parameters. As future work, methods discussed in this study 
can be tested over other datasets containing images of 
casting surface defects of different products. 

Over the several experimental configurations tested, 
the use of the exact feature extractor of the pre-trained 
model for training demonstrated the best performance in 
terms of training accuracy and the training time (Although 
training with weights initialized from the pre-trained model 
resulted in the overall highest accuracy the training time is 
higher in contrast to using the entire feature extractor.  

Several recommendations for a casting surface defect 
detection system can be made based on the results of this 
study. Nevertheless, as future work, the practical usability 
of such a system needs to be tested prior to implementation 
as several dataset-specific parameters still need to be 
adjusted depending on the circumstance. The process of 
capturing the surface images of the casting products is vital 
including, but not limited to: (1) adhering to proper lighting 
conditions, and (2) maintaining unique and plain 
background when capturing. As shown in the results, 
transfer learning can be implemented to reduce the training 
time and enhance the robustness of the model. Moreover, 
transfer learning is beneficial when the number of training 
images is lower. Specifically, the use of a feature extractor 
from the pre-trained model and limiting the training only 
with the classification layers (fully connected layers) with 
casting defect data is advantageous instead of using all the 
parameters of the pre-trained model. Furthermore, fine-
tuning the model hyperparameters is crucial for obtaining 
better results. 
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Abstract - With the continuous progress in technology 
during the past few decades, cloud computing has become a 
fast-growing technology in the world, making computerized 
systems widespread. The emergence of Cloud Computing has 
evolved towards microservice concepts, which are highly 
demanded by corporates for enterprise application level. 
Most enterprise applications have moved away from 
traditional unified models of software programs like 
monolithic architecture and traditional SOA architecture to 
microservice architecture to ensure better scalability, lesser 
investment in hardware, and high performance. The 
monolithic architecture is designed in a manner that all the 
components and the modules are packed together and 
deployed on a single binary. However, in the microservice 
architecture, components are developed as small services so 
that horizontally and vertically scaling is made easier in 
comparison to monolith or SOA architecture. SOA and 
monolithic architecture are at a disadvantage compared to 
Microservice architecture, as they require colossal hardware 
specifications to scale the software. In general terms, the 
system performance of these architectures can be measured 
considering different aspects such as system capacity, 
throughput, and latency. This research focuses on how 
scalability and performance software quality attributes 
behave when converting the SOA system to microservice 
architecture. Experimental results have shown that 
microservice architecture can bring more scalability with a 
minimum cost generation. Nevertheless, specific gaps in 
performance are identified in the perspective of the final user 
experiences due to the interservice communication in the 
microservice architecture in a distributed environment.  

Keywords - microservice, performance, scalability, SOA 

I. INTRODUCTION 

Since the world is more inclined towards new 
technology, it has ultimately resulted in an information 
system-driven society. People are concerned about 
attending to their routine tasks in the most efficient, easy, 
and fastest method possible. Because of this driving need 
to achieve efficiency and effectiveness, the necessity to 
successfully build systems to win over these real-world 
problems was considered vital by software engineers. 
Researching and proposing new software architectural 
concepts by the software industry were initiated to develop 
the most reliable software in the world [1]. These 
architectures give a better view of the software to provide 
the services and evolve the quality of its life cycle. 
Architecture is responsible for providing the bridge for the 
software functionalities and the system quality attributes 
necessary for the business needs. As a first step, the 
engineers develop object-oriented architecture patterns that 
cater to the small-scale software run on the host machines. 

Historically, the software industry developed 
monolithic software for enterprise-level solutions. The 
traditional monolithic application encapsulates all the 

components, functions into one single package and deploys 
as a single application. Most of the service-oriented 
monolithic applications are developed using the C, C++, 
Java, and Python languages. Those languages by default 
support creating the single executable artifact. Some of the 
monolithic systems are deployed in the distributed 
environment using the RMI, Network Object, and CORBA 
concepts. However, it's tough to maintain the monolithic in 
the distributed environment [2].  

On the contrary, there are many advantages of using 
the monolithic systems such as easy deployment because 
all the modules are in the same code base, supportive nature 
of the entire IDEs, ease of testing the entire system as 
there’s no requirement to set up various components, and 
the ease of scaling since monolithic application comes up 
with the option of a single distribution. However, the 
monolithic application has significant drawbacks, which 
are mostly related to business growth and technology 
adaptations. For instance, all the components are packed 
together in monolith architecture with a vast codebase; 
hence, it’s complicated to make modifications. Also, the 
application patching process and understanding the 
monolithic applications are quite challenging. On the other 
hand, one single failure of the application can cause the 
collapse of the entire system.  Therefore, it can be derived 
that those monolithic applications are not suitable for 
deployment in the containerization environment. Monolith 
applications are cumbersome, and it takes a considerable 
amount of time to startup. Continuous integration and 
continuous delivery pipeline are complicated to maintain 
with monolithic systems because of the heaviness of the 
systems. One single change needs to test the overall system 
functionalities as of the tightly coupled components. Hence 
overall time to test and the cost generated for deployment 
will be considerably high.  

With the concept of the “separation of concerns,” 
component-based software engineering comes into the 
world, which leads to better implementation, design, and 
evolution of software systems. Then the Service-Oriented 
Computing (SOC) paradigm comes into context. People 
moved to distributed software development and deployed 
that software in the distributed environment [3]. In SOC, 
each component’s functionalities are shared using the 
message passing through those distributed components. 
The SOC architectural concept brings several advantages 
to the software industry, such as “dynamism” which can 
introduce the same component based on the system load, 
modularity which can be reused across the components, 
and distributed development. 

In the mid-‘90s, Gartner Group researchers introduced 
a reference architecture for the industry called service-
oriented architecture (SOA) [4].  In SOA architecture, both 
the service consumers and service providers get together 
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and provide the business needs. Services are the distributed 
components, and they have published the interfaces to do 
the communication via middleware. Those interfaces 
abstract all business logic. One of the main components of 
service-oriented architecture is the enterprise service bus 
(ESB) which serves as middleware. ESB's main task is to 
enable communication between those services and govern 
them. Most of the SOA systems use the Simple Object 
Access Protocol (SOAP) for communication. SOA 
architecture data sources are shared with the components 
deployed in the same environment. That means the same 
database is open for both Data Definition Language (DDL) 
and Data Manipulation Language (DML) and all the 
components residing inside the SOA architecture. 

The difference between SOA and monolithic 
architecture is that SOA architecture consists of the 
component as a service, but the monolithic builds all the 
logic in one package. In the monolithic architecture, all the 
logic is based on sharing one single hardware resource. 
Nevertheless, in SOA architectures, each component uses 
its hardware resources to provide the service.  Compared to 
the monolith applications, SOA brings more advantages to 
the software industry, such as enabling the system's growth 
to the enterprise level, bringing component-wise scalability 
to the whole environment, and reducing operational costs.  

The term “Microservice” was initially introduced in 
2011 at an architectural workshop conference [2]. 
Microservice architecture comes into the world as a new 
architectural paradigm that can be illustrated as tiny 
services running independently and communicating with 
each other and satisfying the business requirement. The 
microservice architecture was widely used by people in the 
past few years, which can be considered as a positive 
behavior to the software industry. With time, most software 
firms arrived at the notion that using the microservice 
architecture developments brings high productivity to the 
company and produces a successful end product for the 
clients [5]. Microservice architecture also takes advantage 
of cloud services such as on-demand provisioning, 
serverless functions, and elasticity as well as a lot of quality 
attributes such as scalability, maintainability, performance 
and many more.  

People who intend to move away from the monolithic 
to SOA architecture should particularly comprehend the 
quality attributes generated by it. In this paper, our acute 
concentration is on evaluating and coming up with the 
architectural conclusion on the extremely critical quality 
attributes which diverge from the most common SOA 
architecture with ESB and the Microservice architecture.  

II. BACKGROUND AND RELATED WORK 

Microservice architecture is derived from the concept 
of the SOA. Microservices are now considered the new 
software architecture for highly scalable and highly 
maintainable distributed systems. Nevertheless, when the 
system functionalities grow day by day, microservice 
architecture tends to get complex because of the large set 
of independent services it has as functions. Developing and 
deploying the microservices independently to each other 
brings high cohesion and loosely coupled modules [6]. 

The reason behind the popularity of the microservices 
architecture is the quality attributes associated with the 
microservices. We identified the most concerning quality 
attributes on the microservices architecture, such as 

scalability, performance, availability, maintainability, and 
security [7, 8].  

 

A. Quality attributes in microservice architecture 

Several definitions can define “Quality” in a 
microservice architecture. Some people denote it by the 
software's capability to meet the required requirements, 
and some of the people define it as the “reality of the 
objectives” [9]. In the context of software engineering, 
quality refers to the relationship between the business and 
the product. This software quality contains two types; 

Software functional quality – Describes the functional 
requirements with the current system design. Functional 
quality attributes show how the system matches the 
business requirement. Using this quality, people can decide 
whether the developed software is acceptable or not.  

Software structural quality – Describes the software 
non-functional requirements that support in providing the 
functional requirement on the system. Those non-
functional requirements bring more value addition to the 
software ecosystem.  

The software stakeholders are primarily concerned 
about the system requirements. Based on the stakeholder 
requirements, we can divide software quality into two main 
groups; the development phase and the operations phase. 
In the development phases, we need quality requirements 
that are very important for software developers, such as 
maintainability, modularity, and understandability. Quality 
requirements for the operations related to the system end-
users and system supporting teams include usability, 
traceability, availability, and performance. 

Those quality requirements have differed from the 
software domain, priorities of the developers, and the end-
users. We can see the quality attributes when the system 
has been implemented.  
 

 

Fig. 1. How quality attributes influence to software architecture 

According to Figure 1, all the quality attributes are 
depending on the software architecture [10]. It is 
mandatory to review the software architecture before the 
software development or use the reference architecture to 
develop the software. The qualities cannot be added to the 
system architecture ad-hoc. Therefore, developers need to 
build those qualities from scratch on the software. 

B. Scalability 

The scalability quality attribute is one of the primary 
critical features in the microservice architecture.  The 
scalability attribute was initially introduced to enhance 
software performance and control high traffic. Scalability 
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quality also ensures the system fault tolerance. There are 
two main parts of scaling.  

Horizontally Scaling- This method ensures that the 
application's performance is increased by adding another 
application instance over it. For example, we have one web 
server before scaling, and after scaling, we have multiple 
web servers that serve traffic. Load balancers help to 
distribute the traffic load among those web servers [11]. 

 

 

Fig. 2. Scaling cube 

Vertically Scaling- This means increasing the 
hardware resource to improve the application performance, 
such as increasing the RAM, increasing the CPU, and using 
the SSD instead of HDD storage [12]. Vertical scaling is a 
very traditional method, and most people use computers to 
do this kind of scaling. For instance, vertical scaling is 
majorly used when the personal computer is slow and the 
need to increase the computer hardware occurs.  
Nevertheless, this scaling is bound to a limited area, and 
there’s no possible way to increase the hardware resource 
as we want. Because particular hardware only supports the 
specific ranges only. As an example, some motherboards’ 
maximum supported RAM is 64GB. 

Scaling cube shows scaling model for the software 
applications [13]. We also refer to this concept when 
scaling the application in our research. Figure 2 X-Axis 
scaling is referred to as horizontally scaling, work evenly 
distributed scaling, and horizontally duplication. The 
simple meaning is that running the software application 
behind the load balancer. The Load balancer is responsible 
for the equal distribution of the load among the number of 
applications connected to the load balancer rules. X-Axis 
scaling is mostly used by monolithic applications with 
shared databases and caches. 

Y-Axis scaling applications are decomposed to the 
small binaries by considering the functions/services called 
microservices. (0,0) indicates the monolithic application, 
which contains all the services as one single binary. Y-Axis 
scaling gives more value to the software architecture 
because services behave independently. Therefore, people 
can only scale the relevant services using this concept.  

The microservice architecture is a combination of both 
X and Y-Axis scaling. This helps bring more scalable 
software architecture to the deployments.  

Z-Axis scaling is somewhat similar to the X-Axis 
scaling, but it differs from the data used by the application. 
For instance, assume that we have a significant number of 
students, and according to the admission number, they are 
segregated into groups. In each group, the same application 
is running and doing the same service but using different 
data. This is primarily applicable to B2C applications. The 

load balancer should need to be intelligent to recognize the 
correct data partition server to route the traffic. Otherwise, 
we need to put the router before those servers. 

When it comes to a cloud-native architecture, most 
cloud providers such as Amazon Web Services (AWS), 
Google Cloud Service (GCP), and Azure develop various 
vertical and horizontal scaling solutions. Most prominent 
players, such as Netflix, Uber, WhatsApp, and Instagram, 
also deploy their applications in cloud-native environments 
[11]. Using the virtualization technology, the cloud 
providers introduce vertical and horizontal scaling on the 
cloud resources such as servers, storage, and databases. 
They have introduced AI technologies like machine 
learning to perform predictive analysis on the scaling part 
and automatic scaling. Day by day, those reactive scalings 
become seamless with the help of those AI technologies. 
Most of the cloud-native applications developed as 
containerized applications and deployed on container 
orchestration engines like Kubernetes. Cloud providers 
also give services to cloud consumers by enabling the 
container orchestration engine. For example, the AWS 
cloud provider gives Amazon Elastic Container Service 
(Amazon ECS) and Google cloud to provide the Google 
Kubernetes Engine (GKE). Those services will take care of 
managing the whole container orchestration part. The 
developer needs only to develop the application which is 
suitable for cloud-native environments. In this cloud-native 
environment, containers are warped as small pods that 
allow the scaling up and down in a simple way. 

C. Performance 

Performance is one of the most critical quality 
attributes. Both software consumers and the developer care 
about application performance during the run time. 
Performance is measured by the measurable factor of the 
system when performing the given functionalities within 
given constraints such as accuracy, latency, and resource 
consumption. A simple way to define the performance in 
the software is how software behaves on time, which is 
called responsiveness [12]. Most people move away from 
manual work to digitalized platforms with the belief that 
such work can be done in lesser time and minimum effort. 
The outcome of the software system should always be; 
consumption of less amount of time with more accuracy. 
The main objective of the real-time system is to give a 
response in real-time. For that, system architectures and 
software design also need to be well established. In the past 
decade, most of the performance issues were identified in 
the production environments since unpredictable behaviors 
of the users who are using the software and the 
unpredictable behaviors in the environment are found to be 
the root causes for performance issues. To reduce the above 
issue, the performance factor is considered when the 
system is in the design phase. 

There are several criteria to check the performance of the 
software system.  

a) Latency / response time  

This refers to how much time is taken to complete the 
task and respond. If the time difference between start time 
and end time is low, that means the system performance is 
good. API-based synchronized system’s API response time 
measure using the microseconds and milliseconds.  
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b) Throughput  

Throughput refers to the number of tasks that have 
been completed within the given time interval. In other 
words, it is the software process rate or the time frame as 
seconds. It’s also called transactions per second (TPS). 
Measurement of the throughput is different from 
application to application. High throughput means software 
performance is in a good state.  

c) Capacity  

This means how much work software can perform. 
The maximum throughput is considered as system 
capacity. In other words, the maximum number of events 
the software can perform within a unit of time and total 
resource consumption. For example, software A can 
support a maximum of 250 TPS with 1s latency backend 
AWS m4.large VM (8GB RAM, 2vCPU) and network 
perspective bandwidth means the capacity. When the 
capacity is getting immense value, then we can consider 
that the software performance is high. 

III. RESEARCH METHODOLOGY 

This research will talk about the most concerning 
quality attribute variation when converting software 
architecture from SOA to microservice architecture. By 
critically reviewing the software architecture, we identified 
that scalability and performance are the most critical 
quality attributes in the software industry [8][9]. After the 
monolithic architecture, software architects introduced the 
SOA. However, we can identify some limitations on the 
scaling and the performance quality attributes by reviewing 
the SOA. There were several problems identified when 
scaling the SOA-based system. All the services are 
decoupled in the SOA-based system and exchange the 
required data via the enterprise service bus (ESB). ESB is 
responsible for the service orchestration, and it acts as a 
backbone of the SOA system. When scaling the SOA-
based system, at one point, people need to scale the ESB 
also. So scaling ESB requires high-end specification 
servers that will generate a considerable amount of cost. 
ESB servers contain many features and modules, and in 
some cases, the software ecosystem did not use all of the 
features carried on the ESB servers in SOA. Because of 
that, performance-wise, it has some impact on the SOA 
systems during run time. With those factors, people are 
moving from Software Oriented Architecture to 
microservice-based architecture. This research evaluates 
how scalability and the performance quality attributes vary 
when transforming SOA to the microservice-based 
architecture. 

We have developed the SOA system that can talk with 
the legacy backend, and at the same time, we have 
developed business functionalities using microservice-
based architecture, which can also communicate with the 
legacy backends. 

Fig. 3., shows how the SOA system integrates with the 
databases, backend, and clients. ESB is responsible for 
catering the message routing and publishing all the 
communication to the data source.  

 

Fig. 3. SOA architecture 

Here we use the WSO2 Enterprise Service Bus, an 
open-source product, and most of the well-known software 
companies use this product for their software systems as 
well [14]. We choose WSO2 ESB as it generates many 
features like better performance and user-friendly nature 
compared to other ESBs. Also, in WSO2 ESB, the 
lightweight mechanism is introduced, and also it is an 
open-source product [14] [15]. With the WSO2 ESB, we 
wrote the business logic using the Apache Synapse 
language [17] and deployed it as Carbon applications in the 
ESB servers [18].  All the products of WSO2 are based on 
the Carbon platform. This is a form of middleware platform 
that stores business IT projects on the cloud, and on-
premises servers [19]. With the help of the WSO2 
developer studio, WSO2 ESB has created the opportunity 
for the software developers to swiftly orchestrate 
applications, business processes, and the services such as 
data service, proxy-based service, message routing service, 
etc. With this kind of development, software companies 
can deliver the services promptly to the clients. Moreover, 
the technical and the business services can be integrated 
with the legacy systems and any kind of SAAS services in 
SOA architecture.    Backend is a legacy that one can 
communicate using the REST protocol. Clients/User 
interface communicates to the ESB using the REST 
protocol by exposed APIs.  

 

Fig. 4. Microservice architecture 

Figure 4 shows how the microservices replace the 
SOA System. We have identified the ESB server's required 
services and made those services into individual 
components and deployed them as microservices. Business 
microservice consists of all business logic, and data service 
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is responsible for publishing data. Here we used the same 
legacy backend, which can communicate with the REST 
protocol with the microservices. This microservices 
architecture is developed using JAVA language with the 
help of the Spring boot framework. REST client libraries 
are used for inter-service communication with the 
microservice to microservice and other services. Business 
logic microservice has exposed the APIs using the request 
controllers to communicate with the clients/user interfaces. 

IV. RESULTS AND EVALUATION 

The developed two systems were evaluated in the real 
environment with two main quality attributes: performance 
and scalability. In scalability, we are more concerned about 
the hardware footprint and the cost. There are several 
aspects of performance. In this, we evaluated the latency, 
throughput, and capacity with the allocated hardware.  
Throughout the experimental time, we collected statistics 
about the load average of the server, memory usage on the 
server, overall response time of the application, and 
throughput of the application using the JMeter [20]. 
Applications' ramp-up time frame and the steady-state time 
frame are included in those statistics.  Firstly, we hosted the 
application in the different servers which are having 
different footprints. Then we collected the above statistics 
in those different environments by sending the 1KB size 
POST JSON payload to the applications. Upon collecting 
the statistics and sending the payload, backend servers 
returned the 1KB size JSON response. We use the Amazon 
Web Services (AWS) environment for all the 
environments. As a client, we used Apache open source 
JMeter [20] to generate the load toward the deployed 
servers. For all stress tests, we used 350 concurrent threads. 
In the AWS environment, T2 type resources were used in 
our experiment because of the following several reasons: It 
has Intel Xeon processors with high frequency that can be 
burstable, its coherent baseline performance is suitable for 
the general-purpose application deployments [21], and It is 
capable of balancing the overall server resources 
(CPU/memory/network).  

 

 

Fig. 5. 1st Test suite architecture 

As the first test suite shows in Figure 5, we used the 
AWS t2.xlarge EC2 instance with four virtual CPUs and 
16GB RAM. Also, the Solid-State Drive (SSD) was used 
to store the application. Then we deployed the WSO2 ESB 
application with customized development using the 
synapse language to cater to business logic. The ESB 
server connects with the AWS RDS MYSQL database 
service, which is deployed in the same VPC to reduce 
network latency. We used db.t2.xlarge, which has four 
virtual CPUs and 16GB RAM. Simultaneously, we 
provisioned the 100GB storage size for this RDS.  

 

Fg. 6. 2nd Test suite architecture 

The microservices for the second test suite, as shown 
in Fig. 6, that can perform the same ESB business logic 
relevant to this deployment, was developed. It had two 
microservices, and those microservices are deployed in the 
AWS t2.xlarge EC2 instances with Solid-State Drive 
(SSD) storage. Following the microservice concept, two 
different databases which are deployed in the same internal 
network. db.t2.large type RDS with 100GB storage was 
used for the data service microservice, and db.t2.small type 
RDS with 20GB storage was used for business 
microservice.  

 

 

Fig. 7. 3rd Test suite architecture 

For the third test scenario shown in Fig. 7, we reduced 
the server footprint after analyzing the statistics we 
collected on the 2nd test suite. For both the microservice 
deployments, we used the t2.medium AWS EC2 instances, 
which have 2 virtual CPUs and 4GB RAM. We used the 
Solid-State Drive (SSD) in both servers to store the 
application. The same database type was used in the 2nd test 
suite without any modifications. All the servers and the 
database were placed in the same internal network.  

The backend servers and the client server (JMeter) 
were not changed for any of the testing scenarios. For 
storage, AWS t2.xlarge EC2 instances with Solid-State 
Drive (SSD) were used for both backend servers and the 
client servers. These two servers were also placed in the 
same internal network as the other servers. 
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Fig. 8. Load average comparison 

Figure 8 shows how the average server load varies on 
the SOA architecture and microservice architecture 
systems on the different hardware footprints. In the SOA 
architecture, the ESB node consumes many load averages 
to process the client requirement. However, none of the 
microservices deployed in the two different server types 
went for more than one load average.  

If we group and add up the t2.xlarge two microservices 
load averages, those added up values will not be higher 
than the SOA architecture load average values. This is the 
same for the t2.medium microservices load average as 
well. It was found that Microservice architecture 
deployment was able to work with less resource 
consumption once we were vertically scaled-down the 
servers. On the contrary, ESB servers could not vertically 
scale down because they have fully utilized the current 
server resources. 

 

 

Fig. 9. Memory usage comparison 

Fig. 9 shows the memory consumption on the SOA 
architecture system and the microservice architecture 
systems. None of the servers consume the 20% server 
RAM. When vertically scaling down the microservices, it 
We can see a slight improvement in the throughput in 
figure 11 when vertically scaling the hardware footprint in 
the microservice architecture was observed that it increases 
the memory by nearly 5% on both the data service 
microservice and the business logic microservice. 

   

 

Fig. 10. Response time variation 

Fig.10 shows the overall response time on each system 
with the deployed environment. SOA system performs 
with less response time in comparison to the microservice 
architecture system. It does not deviate much from the 
environment, and its software architecture. In the SOA 
system, all the modules we packed in the ESB server and 
no network calls for satisfy the full business function. All 
the logic is handled inside the single JVM. Because of that, 
response time is lower than the microservice architecture.  
The reason behind having a higher response time in the 
microservice architecture is because of the network call to 
the separate services. It introduces the additional time for 
the overall response time. 

SOA system shows high performance by producing 
within a less response time. However, system throughput 
is less than the microservice. At a single time, the slice 
system only handles the smaller number of concurrent 
requests rather than the microservices. Because the SOA 
system consists of all the modules in the same JVM, and it 
takes all the resources on the JVM. So, the server does not 
accept the high number of requests to the single run time 
environment.  
 

 

Fig. 11. Throughput comparison 

 . 
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Fig. 12. Cost comparison 

Fig. 12 graph only considers the dynamic values we 
have used in different test suites. Comparing the cost of 
both SOA and the microservice architecture shows that 
SOA generates a higher cost for the entire end-to-end 
deployments [22]. Experienced system architects can 
determine the exact footprint for the developed 
microservice by considering the user requirements. Using 
the optimal hardware footprint, we can save much money 
on software deployment projects. Those microservice can 
deploy the Kubernetes environments without putting more 
effort. From that, we can do the auto-scaling as per the 
traffic load. With this also we can save the overall cost.  

V. CONCLUSION AND FURTHER WORK 

This topic unfolds the factors to evaluate the research 
problem, which is the most concerning quality attributes of 
scalability and the performance variate between the Service 
Oriented Architecture and microservice architecture. Most 
organizations expect microservice architecture to move 
their current monolithic architecture or SOA. The main 
concern with the current monolithic and SOA architecture 
is the cost of scalability. Their current deployment footprint 
is also high, and it already involves a considerable cost. 
When we were going to scale that current environment, it 
made the cost nearly double. Nowadays, all the systems are 
deployed as contained in a cloud-native environment. 

Nevertheless, monolithic and SOA-based architecture 
systems are not suitable for cloud-native environments. 
Because those applications are enormous and take a 
considerable amount of time to startup and serve the traffic, 
if we put those kinds of applications in the Kubernetes 
environments as pods, we cannot get the advantages 
provided by the container orchestration engines. 
Nevertheless, when converting to cloud-native 
microservices, some of the performance factors get 
affected. Before converting the monolithic / SOA system, 
we need to think about what performance factor requires 
enhancement. In terms of capacity and cost-effectiveness, 
microservice could be considered a better approach. When 
we move to the microservice architecture, we have flexible 
scalability. Through Microservice architecture, people 
have the option of only scaling the necessary services 
rather than the entire application. The previous chapter 
shows the fundamental analysis, and this could assist 
researchers in concluding microservice architecture. 

In summary, we could state that microservice 
architecture is a better approach in terms of scalability and 
performance in comparison to SOA and monolithic 

architecture. The research study results clearly showed that 
microservice architecture gives more performance in terms 
of the throughput and the application's capacity. Moreover, 
it is a cost-effective solution when scaling the applications. 
With this study, architects can redesign existing 
microservice architecture applications and adhere to cloud-
native environments. Future work needs to find a solution 
for reducing the performance impact on latency in the 
microservice architecture.  
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Abstract - Smart buildings involve modern applications 

ofthe Internet of Things (IoT). Intelligent buildings could 
include applications based on indoor localization, such as 
tracking the real-time location of humans inside the building 
using sensors. Mobile sensor nodes can emit electromagnetic 
signals in an ambient sensor network, and fixed sensors in the 
same network can detect the Received Signal Strength (RSS) 
from its mobile sensor nodes. However, many works exist for 
RSS-based indoor localization that use deterministic 
algorithms. It's complicated to suggest a generated 
mechanism for any indoor localization application due to the 
fluctuation of RSSI values. This paper has investigated 
supervised machine learning algorithms to obtain the 
accurate location of an object with the aid of Received Signal 
Strengths Indicator (RSSI) values measured through sensors. 
An available RSSI data set was trained using multiple 
supervised learning algorithms to predict the location and 
their average algorithm errors were compared.  

Keywords - indoor positioning, Internet of Things (IoT), 
Supervised Learning 

I. INTRODUCTION 

Integrating technological advances into a building can 
be combined with many applications to improve humans' 
living standards. For example, tracking a person's location 
in a shopping complex, tracking the daily activity of an 
elderly person living alone in a house, tracking autonomous 
robots in an indoor environment, etc. In the recent 
development of the Internet of Things (IoT), wearable 
smart devices are built on wireless technologies such as 
Wi-Fi, Bluetooth Low Energy (BLE), Zigbee, LoRaWAN, 
etc. These devices can communicate data with the IoT 
network. Such data transmitted through the web could be 
information on building health, weather conditions, or 
other sensing information. When a connection is 
established between a sensor and the base station, the 
signal strengths of each wireless link can be measured. In 
indoor localization, it uses the signal strength as an input to 
compute the geographical location of that mobile sensor.  

An indoor positioning system is used to locate 
stationary or moving objects and devices in an environment 
where the Global Positioning System (GPS) cannot be 
applied. GPS is appropriate when it is used in outdoor 
positioning-related applications. However, it consumes 
much energy, and implementation is costly for each node 
in an extensive network. Moreover, GPS is highly 
dependent on line-of-sight (LOS), and GPS cannot be used 
indoors. In addition, GPS allows only a maximum of 5 
meters. Therefore, this may be suitable for the outdoors. 
Many applications initiate indoor positioning systems in 
areas such as hospitals that can perform indoor positioning 

to track patients, where the doctor will accurately know a 
patient’s location within the building. 

Another example is real-time tracking of elderly 
people inside the home. The guardians could monitor the 
real-time location of elderly people using their mobile 
phones through IoT servers. In the farming industry [1], 
indoor positioning can be used for animal tracking, military 
applications, etc. [2][3]. Implementation costs of this 
technique is very low compared to the other monitoring 
mechanisms such as image processing-based systems. In 
image processing-based systems the camera has to be 
always focused on objects, and the object and camera 
should always be in the line of sight. 

Most IoT devices are small in size. Thus, hardware 
requirements are usually minimal. They have limited 
capacity for storage, low processing power, and 
fundamental communication capabilities. Therefore, the 
localization algorithm needs to adapt to these features of 
the apparatus. To make an indoor positioning system 
successful, it requires to track multiple targets at once.  

Various wireless technologies have been proposed and 
tested to perform indoor positioning in literature. The most 
commonly used technologies are Wi-Fi, Bluetooth, Radio 
Frequency Identification (RFID), Bluetooth Low 
Energy(BLE), Zigbee, and LoRaWAN. But, each of them 
has strengths and weaknesses. Due to the high availability 
of access points in the building, Wi-Fi has become the most 
straightforward option in such solutions. However, the 
purpose of deploying Wi-Fi access points is usually to 
provide maximum coverage to Internet users. In this case, 
signal coverage is not sufficient for a localization 
application. 

Furthermore, Wi-Fi also consumes a lot of power. 
Compared to Wi-Fi, Zigbee and LoRaWAN have a perfect 
sensing range. But when these devices are used, 
implementation costs are high 

This article compares indoor positioning accuracy 
using multiple supervised algorithms for IoT systems 
developed using Zigbee, BLE, and LoRaWAN. Zigbee is 
considered a long-range and low-power technology and is 
typically used in IoT applications. LoRaWAN is a new 
technology and is not as popular as the previous 
technology, transmitting at 915MHz with high data Speed. 
LoRaWAN nodes can reach a distance of 15000 meters, 
limiting the number of nodes required for the sequence. 

The remaining content of the paper is organized as 
follows. Section II presents recent related work in the 
literature on signal strength-based indoor localization, and 
Section III discusses the different wireless technologies 
experimented with, inthis work. The experimental setup 
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used to collect data is explained in section IV. Section V 
presents the supervised learning algorithms trained to 
estimate the locations of the results analyzed in section VI. 
Finally, the discussion and concluding remarks are 
presented in Section VII. 

II. RELATED WORKS 

Based on related literature, indoor localization 
primarily uses time-based, angle-based, RSS-based, or a 
combination of these technologies to obtain their signal 
measurements. The relationship between RSSI and 
distance is the key to wireless ranging and localization 
systems, where length is measured based on the signal 
strength received from each transmitting node. According 
to RSSI-based indoor positioning applications, mobile 
node position estimation is primarily achieved by 
triangulation and trilateration techniques. The Time of 
Arrival (TOA) and Time Difference of Arrival (TDOA) are 
time-based measurements related to transmission time. The 
Angle of Arrival (AOA) -based position estimation system 
requires a very complex directional antenna as a beacon 
node for angle measurement [1]. In literature, RSS-based 
multilateration positioning technology isthe most popular 
algorithm used due to its simplicity. 

Moreover, Kalman filters and extended Kalman filters 
have been used to filter RSSI data, and several Bayesian 
algorithms are investigated for estimating the locations. 
Machine learning is very suitable for predicting the 
expected target output using sample data, and algorithms 
such as neural networks, to identify WSNs. Furthermore, 
Payal et al. used FFNN to develop WSN-based ANN 
localization techniques, a cost-effective localization 
framework [4]. 

An experiment on localization uses RSSI based on Wi-
Fi. RSSI values have been obtained from 32 different 
locations in an indoor environment and a supervised 
learning algorithm has been usedto obtain accurate 
locations. Their results show that Decision Tree Regressor, 
Support Vector Regressor, and Random Forest Regression 
show fewer errors in location estimations [5]. 

Sebastian and Petros contributed to indoor positioning 
based on Zigbee, LoRaWAN, Wi-Fi, and BLE. They have 
designed individual systems in indoor environments and 
obtained RSSI values. They have used a deterministic 
algorithm in the localization phase, trilateration to get the 
accurate location, and presented error comparisons [6] [7].  

The RSSI measurements are volatile in terms of time 
and position, so it is difficult to generally propose a stable 
and accurate positioning algorithm for all kinds of indoor 
localization applications. Further, related works presented 
in the literature for deterministic algorithms based on 
localization have low accuracy.  The proposed study 
explores open issues in the literature by simplifying the 
hardware architecture while minimizing the complexity of 
the deterministic algorithms used to find mobile nodes in 
an indoor environment.  

The proposed solutions for indoor localization based 
on deterministic and probabilistic algorithms are 
impractical to be implemented on real hardware devices. 
This is due to the complexity of proposed algorithms and 
hardware incompatibility. However, recently developed 
hardware devices such as programmable sensor nodes and 
single-board computers for IoT, support machine learning 
computations. 

III. WIRELESS TECHNOLOGIES  

This work has considered three types of wireless 
technologies used in IoT systems to collect RSSI data.  

A. BLUETOOTH LOW ENERGY – BLE 

Bluetooth Low Energy (BLE) is considered a low-
power wireless communication technology used inshort 
distance communication applications. Specific smart 
wireless devices that work every day (smartphones, 
smartwatches, fitness trackers, wireless headphones, 
computers, etc.) use BLE to create a seamless connection 
between devices. 

For the experiment testbed in [7], the ten beacon nodes 
are designed using Gimbal Beacon. The Gimbal Beacon is 
from the Apple iBeacon protocol. IBeacon data packet 
structure defines three fields: a universal unique identifier 
(UUID), a 16-byte lot used to identify a group of beacons. 
The second and third fields are the "primary" and 
"secondary" values. 

B. ZIGBEE - IEEE 802.15.4 

Zigbee is low-cost, energy-saving, and can create 
mesh networks. It is a communication protocol based on 
the IEEE 802.15.4 standard for creating personal area 
networks with small antennas. The XBee is a type of sensor 
node based on Zigbee technologywhere XBee has low 
latency requirements and is easy to use, a device that allows 
you to create a multipoint Zigbee network quickly. In the 
experimental testbed in [6], it has used 2mW wired antenna 
XBees.. Due to the limited processing power of XBees, 
Microcontrollers are essential for controlling the flow of 
information. Therefore, the microcontroller selected is 
Arduino Uno, due to its easy integration with XBee and 
low power consumption [6][7]. 

C. LoRAWAN 

At lower transmission speeds, this technology was 
initially developed as LongRange by the LoRa Alliance 
Local Area Network (LoRaWAN) Protocol. The frequency 
is 915MHz [8]. Benefits of using frequency lower than 
2.4GHz, is because longer wavelengths are possible. Then 
this makes the signal reach far distances. The frequency of 
915MHz is LoRaWAN is relatively free and does not 
interfere. 

Therefore, the node communicates with other 
transmission equipment. When used, it is less susceptible 
to noise. LoRaWAN is safer than other wireless 
technologies in IoT because encrypted data can be sent to 
various places frequently. A wide transmission range 
makes it very suitable for applications such as smart cities. 
The disadvantage of using such low frequencies is  reduced 
data rates between nodes.   

In terms of cost, it's pretty high for LoRaWAN based 
devices. Moreover, a large antenna and additional 
hardware are needed to access the media. Very effective for 
remote outdoor positioning, but short-range indoor 
positioning may present some challenges. In terms of 
range, each wireless technology has its sensing ranges, as 
shown in Table I.  
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TABLE I. TRANSMISSION RANGE OF THE WIRELESS 

COMMUNICATION TECHNOLOGIES 

Wireless Technology  Range(m) 

LoRaWAN 10,000 

BLE 60 

Zigbee 100 

 

IV. EXPERIMENTAL SETUP 

This work has used the data set in Sebestian and Petros 
[9]. The original experiment has been conducted in two 
different environments, and two datasets are available. 
However, this experiment uses the dataset related to 
environment 1 [9]. The experiment setup has been 
implemented in a laboratory room, as shown in figure 2. 
The environment is non-line-of-sight (NLOS). An 
experiment was conducted to eliminate interferences from 
other wireless devices such as Wi-Fi hotspots and mobile 
phones in the evening. Beacon nodes are placed at 
positions A, B, and C, as shown in figure 1, and mobile 
nodes are placed at positions D1, D2, and D3, respectively, 
to collect RSSI data. A series of tests were conducted to 
test positioning accuracy when positioning short and long 
distances between receivers and transmitters in all indoor 
systems., All experiments are done at night to minimize 
interference caused by other devices using the same media 
for transmission. Because RSSI values are vulnerable to 
interference, a controlled environment can generate more 
consistent readings for all tests performed. 

 

Fig 1. Arrangement of sensor nodes and positions [9] 

 

 

Fig 2. Experiment environment [9] 

V. INDOOR LOCALIZATION USING SUPERVISED 

LEARNING 

A. RSSI based indoor localization  

RSSI is recommended as one of the best approaches 
for indoor localization [7]. The main reason for its 
popularity is that RSSI does not require any additional 
hardware for signal measurement. The RSSI levels are 
measured by the received from the transmitter end of the 
device. In localization scenario, reference node detecting 
the RSSI levels receiving from the mobile sensor node, that 
we need to estimate the location. It is often used to 
determine the distance between a transmitter and a receiver 
because the signal strength decreases as the signal moves 
outward from the transmitter. Because the propagated 
signal is susceptible to environmental noise, RSSIs usually 
lead to inaccurate values and errors in positioning 
systems—the relationship between the distance and RSSI 
is expressed in equation 1 [6]. 

RSSI = -(10n) log10(d) + A,      (1) 

where n is the signal propagation constant, d is the 
distance in meters, and A is the offset RSSI reading at one 
meter from the transmitter. 

B. Support Vector Regressor  

Support Vector Regression (SVR) uses the same 
classification principles as Support Vector Machine 
(SVM), with some differences. First, because the output is 
accurate, the information at hand is difficult to predict and 
has endless possibilities. SVR is a robust supervised 
learning algorithm that allows selecting an error tolerance 
by accepting the margin of error and adjusting the margin 
of error that exceeds the margin of error. For regression, 
the margin of error (ε) is set to approximate the SVM 
requested by the problem [5] [10]. 

C. Decision Tree Regressor  

In Decision Tree Regressor, decision trees form a 
learning tree structure for solving classification or 
regression problems. The model divides the training data 
into several labels according to the creation rules. After 
creating the tree structure, it predicts the new data label by 
traversing the input data in the training tree. The 
information flow in the decision tree is so transparent that 
users can easily correlate assumptions without any 
background analysis [5][10]. 

D. Random Forest Regression  

Random Forest Regression (RFR) is a supervised 
machine learning algorithm that uses ensemble learning 
methods for classification and regression. It works by 
creating many decision trees during training and testing 
each tree's class (classification) or average prediction 
(regression) model. This is one of the most accurate 
learning algorithms available. Many datasets produce very 
accurate classifiers when this algorithm is used. It could be 
run efficiently on large databases. It can handle thousands 
of input variables without removing the variables [10] [11].  

VI. MODEL TRAINING AND RESULTS   

The RSSI values received from the mobile sensor node 
at positions D1, D2, and D3 are used as the feature to train 
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models. These RSSI values are collected by reference 
nodes placed at fixed points, as shown in figure 9. In this 
work, RSSI data were trained using supervised algorithms 
DTR, RFR, and SVR, and a comparison of errors of each 
location D1, D2, and D3 shows in Table I, Table II, and 
Table III, respectively. The errors of positioning are 
calculated based on equation 1. The Jupyter Notebook 
(Python 3) was used to train the algorithms [12]. The 
experimental results present valuable insights in terms of 
accuracy. BLE was the most accurate wireless technology 
compared to the other two. However, BLE has a minimal 
distance of operation. Therefore, BLE is suitable for short-
range indoor localization applications. 

Further, BLE consumes very little power [7]. Thus, it 
prolongs the sensor uptime.  While Zigbee showed average 
errors, LoRaWAN had the highest estimation errors.  

𝐸𝑟𝑟𝑜𝑟 = √(𝑥𝑝𝑟𝑒𝑑𝑖𝑐𝑡 − 𝑥𝑟𝑒𝑎𝑙)
2

− (𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡 − 𝑦𝑟𝑒𝑎𝑙)
2
     (2) 

 

TABLE II. ERROR COMPARISON FOR BLE 
Test Point Actual Coordinates     Errors (m) 

x y DTR RFR SVR 

D1 0.500 0.000 0.116 0.089 0.189 

D2 0.500 0.500 0.013 0.011 0.602 

D3 0.667 0.333 0.167 0.124 0.478 

Average 0.432 0.323 0.423 

 

TABLE III. ERROR COMPARISON FOR ZIGBEE 
Test Point Actual Coordinates     Errors (m) 

x y DTR RFR SVR 

D1 0.500 0.000 0.193 0.223 0.394 

D2 0.500 0.500 0.113 0.299 0.403 

D3 0.667 0.333 0.303 0.982 0.384 

Average  0.536 0.501 0.393 

 

TABLE IV. ERROR COMPARISON FOR LORAWAN 
Test Point Actual Coordinates     Errors (m) 

x y DTR RFR SVR 

D1 0.500 0.000 0.993 0.523 1.932 

D2 0.500 0.500 1.093 0.521 0.928 

D3 0.667 0.333 0.890 0.732 1.993 

average 0.992 0.592 1.617 

 

VII. CONCLUSION  

This paper compared RSSI-based indoor localization 
based on the wireless technologies BLE, LoRaWAN, and 
Zigbee for use in indoor localization systems. The 
experiments used RSSI data received from three reference 
nodes built on the above wireless technologies. Supervised 
learning techniques were used to estimate the geographical 
location of a mobile node. When comparing the 
localization accuracy, all algorithms tested in this 
experiment give fairly good error values less than one 
meter. When comparing the technologies BLE 
outperformed the other two technologies based on the 
results, achieving the lowest error from all the supervised 
algorithms experimented with. It is observed that one 
algorithm cannot be proposed as the best because different 
algorithms perform differently with each technology. 
Moreover, BLE is considered the minimal power-
consuming technology.  This experiment only considers 
2D environments. Study on localization for 3D 
environments would be an interesting future research 
direction. 
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Abstract - Vehicle Routing Problem (VRP) is an 

extensively discussed area under supply chain literature, 
though it has variety of applications. Multi-product related 
VRP considers about optimizing the routes of vehicles 
distributing multiple commodities. Domestic distribution of 
goods of multiple clients from a third-party logistics 
distribution centre (DC) is one example of such an 
application. Compatibility of products is a major factor taken 
into consideration when consolidating and distributing 
multiple products in the same vehicle. From the literature, it 
was identified that, though compatibility is a major 
consideration, it has not been considered in the literature 
when developing vehicle routing models. Therefore, this study 
has been carried out with the objective of minimizing the cost 
of distribution in the multi-product VRP while considering 
the compatibility of the products distributed, using 
heterogeneous vehicle types. The extended mathematical 
model proposed has been validated using data obtained from 
a leading 3PL firm in Sri Lanka which has been simulated 
using the Supply Chain Guru software. The numerical results 
showcase that cost has been reduced when consolidating 
shipments in a 3PL DC. The study will contribute to literature 
with the finding that the compatibility factor of products can 
be considered when developing vehicle routing models for the 
multi-product related VRP. 

Keywords - compatibility of products, consolidation, 
simulation, third-party logistics, vehicle routing problem  

I. INTRODUCTION 

The Vehicle Routing Problem (VRP) is a well-known 
problem in the field of Operations Research, in which a set 
of geographically dispersed customers are served using a 
fleet of vehicles based in one or several warehouses [1]. 
This is an extension of the traveling salesman problem [2]. 
The objective of VRP is to find the optimal set of routes to 
deliver a set of customers with known demands at an 
optimized cost, where the vehicle routes are originated and 
terminated at a destination. Reference [3] states that VRP is 
an important problem in the fields of transportation, 
distribution, and logistics. Furthermore, it states that the 
context in VRP is to plan the routes to deliver goods from a 
central depot to customers who have placed orders for 

goods. VRP is an NP (non-deterministic polynomial-time) 
hard problem that has got a lot of attention in research work, 
and several techniques on exact methods and heuristics have 
been proposed and developed in solving the VRP [4]. 

There are many variants of VRP found in the literature 
such as Capacitated Vehicle Routing Problem (CVRP), 
Vehicle Routing Problem with Time Windows (VRPTW),  

Multiple Products, and Compartment related Vehicle 
Routing Problem and so on [5][6]. In CVRP, the capacity 
of the vehicle is imposed as a constraint while in VRPTW, 
the customer must be served within a specific time interval. 
In Multi-Product related VRP, multiple commodities are 
distributed to several customer locations. 

One practical example where multi-product VRP can 
be applied is the domestic distribution of products of 
multiple clients from a 3PL DC. In this context, 3PL firms 
could consolidate the goods of multiple clients; thus, the 
problem can be treated as a multi-product related VRP. 
Consolidation is the coupling of shipments of different 
clients into the same vehicle. When considering the 3PL 
firms in Sri Lanka, most of them are currently not 
consolidating the shipments of different clients in the 
domestic distribution, whereas they separately distribute 
the shipments of those clients. Though consolidation can 
be identified as cost-effective, it has been challenging for 
them due to several reasons such as compatibility of 
different products, the unwillingness of clients to share the 
same vehicle with another client, and so on. Here the 
compatibility of the products is a major factor which should 
be considered when consolidating shipments. As an 
example, though a detergent product may be compatible 
with another chemical product, it is not compatible to 
transport in the same vehicle with a food product, because 
food items and detergent items are not compatible. Though, 
this compatibility factor has to be considered when 
developing the models in the multi-product related VRP, a 
gap in the existing literature was identified where the 
compatibility of products has not been considered when 
developing vehicle routing models. Therefore, this study 
has been carried out with the objective of considering the 
compatibility of products in a multi-product and 
heterogeneous vehicle routing problem where it has been 
applied to a real-world scenario in the 3PL industry. 

II. LITERATURE REVIEW 

In order to understand how the problem has been 
addressed in the previous studies, a thorough literature 
review was conducted in the areas of VRP where the 
detailed focus was given to multi-product related VRP and 
consolidation. It was noted that the compatibility of the 
products has not been taken into consideration when 
developing the vehicle routing models in the multi-product 
related VRP. This section will provide insights on few

studies which were conducted on the areas considered 
in this study. 

Reference [7] has considered the VRP with multi-
compartments in which the authors have considered the 
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problem, where customers can order several products, and 
the vehicles contain several compartments, but one 
compartment is dedicated to one product. The authors of 
that study have proposed a memetic algorithm and a tabu 
search algorithm. A study has been conducted by [8] on 
split VRP with capacity constraints for multi-product cross-
docks. In VRP with split deliveries, customers can receive 
goods in multiple shipments, so the customer can be served 
by more than one vehicle. A mathematical model has been 
proposed to optimize the total operational and 
transportation cost. GAMS software has been used to 
obtain solutions for this problem in small-sized instances.   

Reference [9] has conducted a study on multi-size 
compartment VRP with a split pattern where the 
distribution of multiple types of fluid products to customers 
has been considered. The authors have mainly focused on 
splitting the order quantities and loading each split demand 
to the compartments with different capacities and then 
determining the optimal routes. The paper has proposed 
three mathematical models and solution procedures of an 
optimization approach using CPLEX, 2-opt algorithm, and 
clustering technique. The study conducted by [10] on VRP 
in the frozen food distribution has proposed a model to 
optimize the total cost including transportation, 
refrigeration, penalty, and cargo damage cost. A heuristic-
based Genetic Algorithm (GA) has been proposed to solve 
the model. The paper concludes that the proposed GA 
method can provide sound solutions in a reasonable time.  

A study has been conducted by [3] on VRP for 
multiple product types, compartments, and trips with soft 
time windows. In soft time window, a penalty is being 
charged when the time windows are violated. The 
mathematical model proposed in the study has been 
developed in 3 cases: as in the first case, VRP for multiple 
product types, compartments, and trips is done without 
considering time windows. In the second case, time 
window is considered while in the final case, a soft time 
window is considered. The model proposed in this study 
contains a lot of constraints since the study deals with 
several aspects of VRP. A set of data obtained from 
literature was used to validate the model while AIMMS 
software has been used to obtain the solution.  

The study conducted by [11] on a multi-compartment 
VRP with a heterogeneous fleet of vehicle has proposed a 
model to minimize total driving distance using a minimum 
number of vehicles. A heuristic algorithm has been 
proposed in the paper which had shown effective results in 
solving the model.  A study conducted on Fuel 
Replenishment Problem by [12] has considered the multi-
compartment VRP with multiple trips to determine the 
routing of vehicles and the allocation of multiple products 
to vehicle compartments. The proposed MILP model in the 
study has been solved using CPLEX and an Adaptive Large 
Neighborhood Search (ALNS) heuristic algorithm which 
had given optimal solutions much faster than the exact 
MILP model using CPLEX.  

In conclusion, the authors were unable to locate any 
model which has considered the compatibility aspects of 
the product. Thus the study will focus on the compatibility 
of the product categories when consolidating multiple 
products. 

III. PROBLEM DEFINITION AND MODE DEVELOPMENT 

The problem addressed considers a domestic 
distribution, which consists of a central 3PL DC, 
distributing goods of multiple clients to different customer 
locations in the same region. These customer locations can 
be regional distributors or supermarkets that have ordered 
goods of different clients. It is considered that a fleet of 
heterogeneous vehicles is allocated to distribute the goods. 
Here the orders are assumed to be given in Cubic Meter 
(CBM) units and the truck capacities are also given in the 
same units. This study proposes a model where the goods 
of multiple clients are consolidated into vehicles 
considering the compatibility which depends on the nature 
of the products. However, the method of arranging the 
allocated orders in the vehicles is not considered in this 
study. Since the compatibility of products is considered, it 
is assumed that the products can be arranged in vehicles 
where there will be no requirement for separate 
compartments for the products. 

Fig. 1, illustrates the problem with a situation where a 
central 3PL DC is distributing products of 5 different 
clients to 9 customer locations in a particular region. The 
products of these 5 clients may belong to 6 different 
product categories as shown in Fig. 1. The compatibility 
among the product categories may be different as shown in 
Table I. If the products are compatible, then shown in 1 if 
not 0. Currently, the 3PL providers do not consolidate 
shipments of different clients though they are compatible 
in nature. Therefore, it is required to build up a model 
which consolidates these goods considering the 
compatibility as given in Table I.. 

 
Model Assumptions 

• Customers are divided into clusters/regions 
and there will be no movements between 
clusters. 

• The location of the distribution center and 
customers are constant.  

• Distribution centers can adequately satisfy 
the demands of the customers. 

Notations 

n Number of customers 

m Number of product categories 

l Number of brands/clients 

v Number of delivery vehicles 

𝑄𝑘  Load capacity of 𝑘𝑡ℎ truck (CBM 

𝑞𝑖𝑔𝑏 Quantity demanded by ith customer, for gth product 

category of bth brand (client) 

𝑂𝐶𝑘 Fixed operating cost of kth vehicle 

𝑇𝐶𝑘 Transportation cost per kilometer  

(delivery cost per distance unit of kth vehicle) 

𝐿𝑖𝑗 Distance between client i and client 
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min 𝑍 = ∑ 𝑂𝐶𝑘
𝑣
𝑘=1 + ∑ ∑ ∑ (𝐿𝑖𝑗

𝑣
𝑘=1

𝑛
𝑗=0

𝑛
𝑖=0 ∗ 𝑇𝐶𝑘 ∗ 𝑥𝑖𝑗𝑘)  (1) 

 

∑ ∑ ∑  ∑  (𝑚
𝑡=1 𝑞𝑖𝑔𝑏

𝑙
𝑏=1

𝑚
𝑔=1

𝑛
𝑖=0 ∗ 𝑦𝑖𝑘 ∗ 𝑧𝑔𝑘 ∗ 𝑧𝑡𝑘) ≤ 𝑄𝑘 ∀k  (2) 

 
∑ 𝑥𝑖𝑗𝑘

𝑛
𝑖=0 =  𝑦𝑗𝑘 ∀j,k   (3) 

 

𝑦𝑖𝑘 = {
1   
0

𝑖𝑡ℎ 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖𝑠 𝑠𝑒𝑟𝑣𝑒𝑑 𝑏𝑦 𝑘𝑡ℎ 𝑡𝑟𝑢𝑐𝑘
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒    (4) 

 

𝑥𝑖𝑗𝑘 =  {
1
0

𝑘𝑡ℎ 𝑡𝑟𝑢𝑐𝑘 𝑑𝑟𝑖𝑣𝑒𝑠 𝑓𝑟𝑜𝑚 𝑖 𝑡𝑜 𝑗
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    (5) 

𝑧𝑔𝑘 =  {
1
0

𝑔𝑡ℎ 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑡𝑦𝑝𝑒 𝑖𝑠 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑒𝑑 𝑖𝑛 𝑡𝑟𝑢𝑐𝑘 𝑘
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    (6) 

Note: 

 𝑧𝑔𝑘 ∗ 𝑧𝑡𝑘 {
1 𝑖𝑓 2 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑡𝑦𝑝𝑒𝑠 𝑎𝑟𝑒 𝑐𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑙𝑒 𝑡 = 1 … 𝑚

0 𝑖𝑓 2 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑡𝑦𝑝𝑒𝑠 𝑎𝑟𝑒 𝑖𝑛𝑐𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑙𝑒 𝑡 = 1 … 𝑚
 

Here the expression (1) is the objective of the model, 
which is to minimize the overall cost of transportation 
including the fixed operating cost of vehicles and delivery 
cost per distance unit of vehicle type. Expression (2) 
ensures that the vehicles are not overloaded in terms of 
capacity. Expression (3) ensures that the route for each 
vehicle is considered. Expressions (4), (5) and (6) reflect 
the integer constraints related to assigned truck k or product 
type is transported in kth truck. Note: ensures the 
compatibility constraint where only compatible product 
categories are transported in a vehicle. 

TABLE I. COMPATIBILITY MATRIX 

 

Fig. 1. Problem identification 

Expressions (4), (5) and (6) reflect the integer 

constraints related to assigned truck k or product type is 

transported in kth truck.  Note: Ensures that the route for 

each vehicle is considered. 

IV. DATA ANALYSIS AND RESULTS OBTAINED 

The extended mathematical model was validated using 
the data obtained from a leading 3PL provider in Sri Lanka. 
Customer locations were first divided into regions 
according to the distance. Then a particular region was 
selected, and the model was applied considering that 
region. Supply Chain Guru modelling and simulation 
software was used to simulate a real-world scenario taken 
from the 3PL provider. As mentioned earlier, since they are 
currently not consolidating the shipments of multiple 
clients, this current scenario was modelled as the baseline 
case and several other scenarios such as the consolidation 
scenario were created. 

The real-world example considered here consists of a 
3PL DC situated in Colombo, Sri Lanka, distributing 
sixdifferent categories of products to 9 different customers 
in the Southern region (same region). Fig. 1, shows the 
locations of the customers and the 3PL DC. It was assumed 
that a fleet of trucks with 10 vehicles of different capacities 
is available for the delivery process and their relevant 
delivery cost per km and the fixed costs were fed to the 
model. Geocode in Supply Chain Guru software was used 
to obtain the locations of the customers and the site. Data 
tables which were used include customers, sites, products, 
transport assets, asset availability, relationship constraints, 
rate, etc.  
 

 

Fig. 2. Customer & 3PL DC Locations 

The baseline case was compared with other scenarios 
based on the cost of travelling, travelling distance, use of 
vehicles, etc. Since the latitudes and longitudes of the 
locations are given as inputs here, the distance between 
locations is considered as the direct distance between 
locations. The results obtained from the simulated model 
using Supply Chain Guru software for the above scenario 
are discussed here. 

The baseline model represents the situation where 
shipments of different clients are distributed separately, 
even to the same region though there are compatible 
shipments which can be distributed together. Fig. 3 depicts 
the aforementioned baseline scenario.  
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The consolidation scenario was created where 
compatible shipments are allowed to be shipped in the same 
vehicles. It was observed that the total transportation cost 
could be reduced. The route map of this scenario is shown 
in Fig. 4. 

Fig. 3. Current scenario 

 

Fig 4. Consolidated scenario 

Table II presents the comparison of the baseline model, 
where the shipment of different clients were not being 
consolidated with the consolidation scenario where 
compatible shipments are consolidated and distributed. It 
was evident from this model that, for the above example, a 
percentage cost reduction of 11% could be achieved when 
consolidating shipments of different clients. Further, the 
distance travelled could be reduced significantly. During 
the simulation of the proposed model using Supply Chain 
Guru software, it was experienced that the percentage of 
cost reduction varied between 10% and 18%.  

TABLE II. COMPARISON OF CURRENT & CONSOLIDATION 

SCENARIOS 

% Cost Reduction = (79,360.08-70,488.38) / 79,360.08 

  = 11.18% 

% Distance Reduction  = (788.88-745.59)/ 788.88 

  = 5.48% 

Fig. 5. Cost comparison 

Fig. 5 depicts the comparison of the total costs in the 
baseline model and the consolidation model.   

V. CONCLUSION 

 Multi-product related VRP is a variant of VRP which 
is a well-discussed problem in the literature. Since multi-
product related VRP considers multiple commodities, a 
practical example for such a scenario could be identified as 
the domestic distribution of products of multiple clients 
from a 3PL DC. In Sri Lanka, most of the 3PL firms do not 
consolidate the shipments of multiple clients, though it 
could be found as cost-effective. One major factor which 
avoids 3PL firms from consolidation is the compatibility 
factor of products which should be definitely taken into 
consideration. From the referred literature, it was identified 
that a gap is existing where the compatibility of products 
has not been taken into account when developing models. 
Therefore, this study was conducted in order to address the 
above-mentioned gap. The extended mathematical model 
proposed in this study has been developed considering the 
compatibility of products. A real-world scenario taken from 
a leading 3PL provider in Sri Lanka has been used to 
validate the model which has been simulated using Supply 
Chain Guru modelling and simulation software. The 
numerical results have shown that the cost could be reduced 
nearly by 11% when consolidating the shipments, 
considering the compatibility. The study can be further 
expanded by adding more complexity to the model, 
considering different constraints such as order cutoff times, 
etc. 
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Abstract - Many manufacturers and retailers often 
outsource their logistics functions to Logistics Service 
Providers (LSPs) to focus more on their core business process. 
Due to the competitiveness and the popularity of the 
sustainability concept, those organizations evaluate their 
prospective LSPs not only based on economic aspects like cost, 
service quality but also on social and environmental aspects 
as well when selecting LSPs. This paper proposes a 
methodology that can be used by organizations when 
evaluating and selecting LSPs based on their sustainability 
performance. Analytic Network Process (ANP) is used in 
evaluating the LSPs’ sustainable performance since multiple 
dimensions and indicators need to be incorporated when 
measuring the sustainability performance. A Linear 
Programming Problem (LPP) model was proposed which 
allows the organizations to decide both desired number of 
LSPs and the volume to be allocated for those selected LSPs.  
The proposed methodology is flexible as it depends on the 
sustainability requirements of the organization when selecting 
LSPs. Both the indicators and their relative importance are 
up to the organization to decide.  

Keywords - analytic network process, linear programming 
problem, logistics service providers, sustainability, 
sustainability indicators 

I. INTRODUCTION 

Logistics Service Providers (LSPs) which are also 
called ‘Contract Logistics’, ‘Third-Part Logistics’, 
‘Logistics Alliances’, and ‘Logistics Outsourcing’ are 
firms that provide logistics services that are often integrated 
or bundled together for use by customers [1]. The role of 
LSPs has changed over time from providing transportation 
services to a wide range of services including warehousing, 
inventory management, freight forwarding, cross-docking, 
technology management, etc. At present many 
manufacturers and retailers often outsource their logistics 
functions to LSPs as they want to focus more on their core 
business processes.  

Today business organizations are more towards 
sustainability and sustainable development and focus on 
making themselves and their supply chain partners 
economically, socially, and environmentally sustainable. 
Due to the competitiveness and the popularity of the 
sustainability concept, those organizations evaluate their 
prospective LSPs not only based on economic performance 
like cost, service quality but also on social and 
environmental performance as well. Although there are 
studies on one or two dimensions of sustainability 
performance (Economic and Environmental to be precise), 
the studies which incorporate social dimension are still 
lagging [2]. Relatively few studies done on the 

environmental sustainability of the LSPs [3] and often 
sustainability dimensions are addressed in isolation [4]. 

The objective of this paper is to propose a methodology 
that can be used by organizations when evaluating their 
LSPs based on their sustainability performance and select 
the most suitable LSPs as the logistics partners. The 
proposed methodology is flexible as it depends on the 
sustainability requirements of a particular organization 
when selecting LSPs. Both the indicators and their relative 
importance are up to the organization or the decision-maker 
to decide. 

A. Justification of the research 

     Many manufacturers and retailers often outsource 
their logistics functions to LSPs. The Sri Lankan logistics 
services sector has developed throughout the past few 
decades providing their customers a satisfactory service. 
The competitiveness has increased which resulted in LSPs 
becoming more integrated with their customers. And the 
research has found that the usage of logistics services will 
increase to a large extent in the near future. The 
competitiveness between the Sri Lankan LSPs has 
increased which has resulted in them being more integrated 
with customers [5]. 

LSPs are mainly dependent on both transport vehicles 
and employees, managing them from the viewpoint of 
social sustainability as well as from environmental 
sustainability has become a crucial issue [6],[7]. Selecting 
the best LSP for an organization is a crucial step. According 
to Pareto Analysis, [8] commonly used criteria when 
selecting a LSP are cost, relationship, services, quality, 
information systems, flexibility, and delivery. But with the 
popularity of the topic of sustainable development, 
organizations are now focusing on environmental and 
social criteria as well.  

In general, the research focused on the evaluation of all 
three dimensions of sustainability are rare to find.  
Although many studies have been done on the areas of 
logistics outsourcing and logistics strategies, but relatively 
few studies on environmental sustainability. The majority 
of the studies measure the sustainability performance of the 
upstream supply chain and studies on the sustainability 
performance of LSPs are minimal [2]. 

Both quantitative and quantitative approaches have 
been used in evaluating and measuring sustainability 
performance. Mathematical models are used under the 
quantitative approach [9]. Widely used qualitative 
approaches are AHP, ANP, Fuzzy Set Approach, Balance 
Score Card, and DEA [2].
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There is a need to develop research aimed at identifying 
standard metrics to measure LSP’s environmental 
performance [3], [7].  

B. Objectives of the research 

RO1: To identify the sustainability performance 
measures/indicators/criteria in LSPs 

RO2: To develop a methodology to evaluate the 
sustainability performance of LSPs 

RO3:  To develop an LPP model to select the most 
suitable LSPs based on sustainability performance 
and other constraints. 

II. LITERATURE REVIEW 

A. Sustainability and LSPs 

The economic dimension of sustainability is the aspect 
that is often evaluated in an organization. Studies that focus 
on measuring the performance of supply chains or LSPs 
traditionally have focused on economic aspects of it with 
cost minimization (Profit maximization) and service level 
maximization [10]. The study of [11], in their framework, 
covers the economic performance evaluation in five fields: 
Reliability, Responsiveness, Flexibility, Finance, and 
Quality. These five fields are further categorized into 
subfields with an extensive review of the literature. Further, 
this study highlights that the ‘Finance’ field was the field 
that was analyzed often.  

From the business and management perspective, the 
environmental dimension of the sustainability concept 
involves all activities and decisions needed to minimize 
environmental pollution caused by an organization. In the 
logistics sector, the environmental concern has become a 
buzz topic due to many factors. Logistics and transport 
activities are the 2nd biggest contributor to GHSs 
(Greenhouse Gases) after electricity production. Demand 
for moving and delivering goods has grown exponentially 
in recent years and is expected to grow in the coming years 
which in turn will increase the demand for logistics 
services. Recent economic crisis and global warming have 
urged for more environmentally sustainable logistics 
services [12]. 

There are relatively few studies done on environmental 
sustainability in the logistics service industry. [12] in its 
descriptive analysis of literature has identified that there is 
a need to develop research aimed at identifying standard 
metrics to be used to measure green 3PL’s environmental 
performance. And it suggests that future research should be 
aimed at developing frameworks and applications that may 
quantify 3PL’s environmental commitment and its impact 
on finance and operational performance. Further the 
analysis suggests that future research should better evaluate 
the efficiency of green measures by using alternative 
performance indicators as well.  

Using an extensive review of the literature [13] 
identified that Triple Bottom Line (TBL) and Global 
Reporting Initiatives (GRI) applications are the two main 
frameworks in measuring logistics environmental 
sustainability. [13] propose a set of environmental 
indicators for city logistics using the GRI framework as the 
evaluation basis.  The proposed set of indicators falls under 
five categories: Energy, transport and infrastructure, noise, 
congestion, and emissions, effluents, and waste.  

Social sustainability of LSPs means to operate its 
services considering their impact on internal and external 
stakeholders (i.e., society and employees) in terms of 
welfare, safety, and wellness. [11] includes the social 
dimension of sustainability to its analytical assessment 
model with five (5) five social fields/categories: Work 
conditions, human rights, social commitment, customer 
issues, best practices. Further, the research categorizes the 
five fields into subfields/categories as well.  The proposed 
composite index by [14] also includes the social dimension. 
The taken social performance measures are corruption risk 
and sourcing from local suppliers.  

By using an extensive literature review [6] selected 
frequently adopted sustainability criteria with the help of 
industry experts. The study proposes price, service, and 
social sustainability as main criteria. Social sustainability 
criteria are sub-categorized into philanthropy and average 
salary which are quantitative measures and management 
policy which is a qualitative measure. Management policy 
is further categorized into organizational learning/training 
process or programs, human rights and participation, 
occupational health and safety, and vehicle safety. 

Although the definition of sustainability consists of 
three dimensions and the need for such research papers is 
high, sustainability dimensions are addressed in isolation 
and quantified indicators for a social dimension are 
underdeveloped. [4] mentions the challenges when 
conducting sustainability logistics services including a 
wide range of sustainability indicators, measuring and 
quantifying the indicators – Especially social dimension 
indicators, integrating sustainability dimensions, trade-offs 
between the dimensions, influence from the stakeholders, 
time perspective, and contextual considerations. 

B. Sustainability performance management and     
evaluation 

To be more competitive, organizations need to 
measure and manage their supply chain sustainability 
effectively and efficiently. Through measuring and 
evaluating sustainability performance organizations can 
identify the gaps and areas to be improved for further 
development. Many research studies have proposed metrics 
and frameworks to measure sustainable supply chain 
performance.  

Sustainability performance management approaches 
include environmental management standards like ISO 
14001, international Reporting Standards (Global 
Reporting Incentive - GRI), SCOR framework, Life Cycle 
Assessment, Multi-Criteria Decision Making (MCDM) 
tools (AHP, ANP, DEA, etc.), Rough Set Theory, Fuzzy 
Set approach, Composite indicators, and conceptual 
frameworks. Industry-specific studies are sparsely present 
in the literature. The majority of the studies are focused on 
developing general frameworks to access supply chain 
sustainability. Even Though there are studies with all three 
dimensions of sustainability, still the social dimension is 
lagging. Math-focused methods and tools used to measure 
sustainability are exponentially increasing. The majority of 
the studies focused on measuring the sustainability 
performance between suppliers and manufacturers [2]. 

Through an extensive analysis of literature [15] has 
found out that traditional research has focused on 
measuring supply chain performance in terms of cost, 
quality, speed, flexibility, and reliability refers to the 
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economic dimensions of sustainability. Further, the 
analysis has found out that in the last decade a considerable 
amount of research was based on green supply chains or 
green logistics referring to environmental sustainability. 
But little research has shown the social dimension 
performance of supply chains. It also highlights the 
importance of developing research models and frameworks 
that are country and industry-specific as the sustainability 
dimension impacts are context-dependent and technology-
related. 

[16] proposes a framework for environmental 
sustainability assessment by analyzing the literature which 
consists of seven macro-areas and these seven macro areas 
are divided into two as inter-organizational and intra-
organizational environmental practices. Distribution 
strategies and transport execution, warehousing and green 
building, reverse logistics, packaging management, and 
internal management belong to the intra-organizational 
practices in the context of the logistics industry while 
collaborating with customers and external collaborations 
belong to inter-organizational environmental practices. A 
study found that LSPs have adapted many sustainability 
initiatives related to distribution and transportation 
activities while initiatives related to internal management 
are less. Internal management initiatives include 
environmental compliance and auditing programs, 
environmental performance measuring and monitoring, use 
of green IT, promotion of environmental awareness among 
managers, incentives, and benefits for green behaviors, and 
development of formal environmental sustainability 
standards of the company. It also highlights the lack of 
standard methodology for measuring the environmental 
impact and the need of developing effective performance 
measurement systems.  With the case study conducted, [16] 
found that the main driver for the environmental 
sustainability initiatives for LSPs is customers. The case 
study also revealed that government rules and regulations 
are also an important driver, but it is often considered as a 
barrier by the LSPs.    

There are many tools to assess Supply Chain 
Management practices like Odette ENALOG, Efficient 
Consumer Response (ECR), Oliver Wight Class A 
Checklist for Business Excellence, and SCOR model. 
Among them, the most sustainability-oriented model is the 
SCOR model. The SCOR model has become more mature 
with GREENSCOR, but still, it lacks the integration of all 
three dimensions of sustainability.  

[17] proposes the ASSC framework (Assessment of 
Sustainability in Supply Chains Framework) that allows 
qualitative and quantitative indicators to be employed in 
assessing environmental and social dimensions. It also 
allows the aggregation of relevant indicators into KPIs 
(Key Performance Indicators) with respect to specific 
aspects of sustainability. The proposed ASSC framework 
and the aggregation method are stable, but the content or 
the sustainability indicators used are adaptable which will 
be able to reflect the dynamics of sustainable development. 

[6] has been using Analytical Hierarchy Process 
(AHP) for its sustainability performance evaluation 
framework due to its ease of use and applicability in real-
world scenarios.  For further preciseness fuzzy theory has 
been incorporated into the AHP to overcome the high 
degree of fuzziness and uncertainty of the answer. 

TABLE I: SUMMARY OF THE SUSTAINABIITY DIMENSIONS AND THE 

RESPECTIVE MODELS USED IN THE LITERATURE REVIEW 

Authors Sustainability Dimension Output 

Econ

omic 

Environ

ment 

Socia

l 

 

[16] 
─ √ ─ Conceptual Model 

 

[11] 
√ √ √ Analytical 

Assessment 

Model 

[10] 
√ √ √ Multidimensional 

Model 

[18] 
√ √ √ Mathematical 

Model 

[19] √ √ √ Conceptual Model 

[14] √ √ √ Composite Index 

[17] 
√ √ √ Conceptual Model 

(ASSC Model) 

[9] √ √ √ Composite Index 

[6] 
√ ─ √ Multi-Criteria 

Evaluation Model 

using Fuzzy AHP 

[20] 

√ √ ─ Network Data 

Envelopment 

Analysis (NDEA) 

Model 

[2] √ √ √ Conceptual Model 

[21] 

√ √ √ 3rd Party Logistics 

Green Logistics 

Model (3PL GIF) 

Index 

 

The proposed framework was used to evaluate three 
3PL providers of an e-commerce company.  Also, the study 
has proved that by changing the relative position of the 
criteria/sub-criteria in the proposed framework, decision-
makers can determine the effect of such a change.  
Although the results show that the proposed framework is 
a good and a viable alternative to evaluate the social 
sustainability of 3PL providers, the exclusion of the 
environmental dimension in the framework is a major 
drawback. 

[21] proposes the Green Innovative framework, 3PL 
GIF (Third Party Logistics Green Innovative Framework) 
based on social, economic, and environmental indicators. 
3PL GIF checks the implementation of the business 
policies in all three dimensions of sustainability and helps 
the LSPs by altering them to use quality standards, measure 
them and continuously improve them. 3PL GIF provides an 
easy comparison between organizations and helps to 
identify lacking fields. 3PL GIF compares the progress in 
sustainable development between organizations and can be 
applied to a logistics company of any size.  

According to Table I past authors have used different 
combinations of sustainability dimensions in their studies 
and their outputs were of different models and 
methodologies.  

III. METHODOLOGY 

Sustainability performance indicators for LSPs under 
each dimension are identified with the literature review, 
Global Reporting Initiatives (GRI), and expert opinions. 
Analytic Network Process (ANP) has been used to create a 
model and give weights or priorities for each 
dimension/indicator and then the sub-dimensions or sub-
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indicators under each dimension and to rank the pool of 
LSPs available.  

 

Fig. 1. Flow diagram of the methodology process 

 

 

Fig. 2. Flow diagram of stage 1 of the methodology process 

After getting the ranks of LPSs using ANP, the desired 
number of LSPs will be selected using a mathematical 
optimization model which was formulated as a Linear 
Programming Problem (LPP) with an objective of 
maximization of the volume allocated to LSPs with the 
highest rank while satisfying the constraints. Using the 
proposed LPP model, both the desired number of LSPs and 
the capacity to be allocated for those selected LSPs can be 
determined.  

 

Fig. 3. Optimization Model Structure 

C. Evaluation of LSPs using ANP. 

As the initial step the sustainability performance 
indicators (sub-criteria) for LSP were identified with the 
help of literature review, Global Reporting Incentives 
(GRI), and expert opinions. Opinions on sustainability 
performance indicators were extracted from the logistics 
service industry experts through interviews (Table II). All 
three dimensions of sustainability were considered when 
selecting the indicators. Ten (10) industry experts from five 
leading 3PL service providers and a leading apparel 
manufacturing firm in Sri Lanka. The number and the types 
of indicators selected depend on the requirement of the 
organization which provides the flexibility for the proposed 
model.  

The proposed methodology was applied to an apparel 
organization that uses multiple LSPs. Questionnaires were 
given to the logistics experts in the organization to 
determine the relative importance of four selected 

dimensions and sustainability performance indicators. By 
the results of the questionnaire, weights of the dimensions 
of sustainability and sustainability performance indicators 
were determined using ANP based pairwise comparison 
using “Super Decision” software. 

Then using the data acquired, the execution of the 
mathematical model was done.  

 
TABLE II. SELECTED SUSTAINABILITY PERFORMANCE INDICATORS WITH 

THEIR SOURCES 

No
. 

Economic 
dimension 

Environmental 
dimension 

Social 
dimension 

1. 

E1 - Direct 
economic 

Values 
generated 

and 
distributed 

(GRI 201-1) 

EN1 - Adhering to 
Environmental 

laws and 
regulations (GRI 

307-1) 

S1 - Number of 
incidents of 
corruption 

reported and 
investigated 
(GRI 205-1) 

2. 

E2 - Market 
Share 

(Oršič et al., 
2019) 

EN2 - Directing waste 
for reuse/recycle 
or other recovery 
operations (GRI 

306-4) 

S2 - Incorporation 
of minorities in 
the workforce 
(GRI 405-1) 

3. 

E3 - R&D 
Expenditure 
(Salvado et 
al., 2015) 

EN3 - Controlling GHG 
emissions (GRI 

305-5) 

S3 - Incorporation 
of women in 

the workforce 
(GRI 405-1) 

4. 

 EN4 - Directing 
wastewater for 

recycling/reuse or 
other recovery 

operations (GRI 
303-3) 

S4 - Investments 
in local 

community 
development 

programs (GRI 
413) 

5. 

 EN5 - Controlling 
energy 

consumption 
through 

conservation and 
efficiency 

initiatives (GRI 
302-4) 

S5 - No of 
accidents and 

work-related ill 
health reported 

(GRI 403-1) 

 

Table II shows the indicators selected under each 
sustainability dimension along with the sources of 
selection.  

D. Development and Implementation of Mathematical 
Optimization Model 

Assumptions: 

● LSPs have unlimited distribution capacity. 
● Supply from the manufacturer and the demand by 

the DCs are equal for the calculating period. 

TABLE III. NOTATIONS AND DEFINITIONS OF THE MATHEMATICAL 

MODEL 

Notations Definitions 

Indices 

n number of product types 

m number of distribution centers 

l number of LSPs 
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Input Variables 

𝐶𝑘 𝐴𝑁𝑃 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝐿𝑆𝑃𝑠 

𝑅𝑖𝑘 𝑖𝑓 𝐿𝑆𝑃 𝑘 𝑐𝑎𝑛 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑡ℎ𝑒 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑖, 𝑡ℎ𝑒𝑛 𝑅𝑖𝑘 𝑖𝑠 1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 0 

𝑃𝑖 𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑜𝑛𝑒 𝑢𝑛𝑖𝑡 𝑜𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑖 

𝐷𝐶𝑗𝑘 𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑓𝑟𝑜𝑚 𝐿𝑆𝑃 𝑘 𝑡𝑜 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑐𝑒𝑛𝑡𝑟𝑒 𝑗 

𝐻𝐶𝑘 𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑜𝑓 ℎ𝑎𝑛𝑑𝑙𝑖𝑛𝑔 𝑎𝑡 𝑡ℎ𝑒 𝐿𝑆𝑃 𝑘 

𝐹𝐷𝑗𝑘 𝑓𝑖𝑥𝑒𝑑 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑓𝑟𝑜𝑚 𝐿𝑆𝑃 𝑘 𝑡𝑜 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑐𝑒𝑛𝑡𝑟𝑒 𝑗 

𝐹𝐻𝑘 𝑓𝑖𝑥𝑒𝑑 𝑐𝑜𝑠𝑡 𝑜𝑓 ℎ𝑎𝑛𝑑𝑙𝑖𝑛𝑔 𝐿𝑆𝑃 𝑘 

𝑉𝐷𝑖𝑗𝑘 
𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒  𝑐𝑜𝑠𝑡 𝑜𝑓 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑜𝑓  1 𝐶𝐵𝑀 𝑜𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑖 𝑓𝑟𝑜𝑚 𝐿𝑆𝑃 𝑘 𝑡𝑜 

𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑐𝑒𝑛𝑡𝑟𝑒 𝑗 

𝑉𝐻𝑖𝑘 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑐𝑜𝑠𝑡 𝑜𝑓 ℎ𝑎𝑛𝑑𝑙𝑖𝑛𝑔 1 𝐶𝐵𝑀 𝑜𝑓  𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑖  𝑎𝑡  𝐿𝑆𝑃 𝑘 

𝐿𝑘  𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑙𝑒𝑣𝑒𝑙 𝑜𝑓 𝐿𝑆𝑃 𝑘 

𝑄𝑘  𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑙𝑒𝑎𝑑 𝑡𝑖𝑚𝑒 𝑜𝑓 𝐿𝑆𝑃 𝑘 

𝑉𝑘 𝐿𝑆𝑃′𝑘 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑟 𝑣𝑜𝑙𝑢𝑚𝑒 

𝐷𝑖𝑗 𝑑𝑒𝑚𝑎𝑛𝑑 𝑜𝑟 𝑜𝑟𝑑𝑒𝑟 𝑞𝑡𝑦 𝑓𝑜𝑟 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑖 𝑏𝑦 𝑡ℎ𝑒 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑐𝑒𝑛𝑡𝑟𝑒 𝑗 

𝑊𝑖 𝑠𝑢𝑝𝑝𝑙𝑦 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑖 

𝐵 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑏𝑢𝑑𝑔𝑒𝑡 𝑓𝑜𝑟 𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐𝑠 𝑜𝑢𝑡𝑠𝑜𝑢𝑟𝑐𝑖𝑛𝑔 

𝑁 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑛𝑜. 𝑜𝑓 𝐿𝑆𝑃𝑠 𝑡𝑜 ℎ𝑎𝑣𝑒 𝑏𝑦 𝑡ℎ𝑒 𝑚𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑒𝑟 

Decision Variables 

𝑋𝑖𝑘 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑞𝑡𝑦 𝑜𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑖  𝑓𝑟𝑜𝑚 𝑚𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑒𝑟 𝑡𝑜 𝑡ℎ𝑒 𝐿𝑆𝑃 𝑘 

𝑌𝑖𝑗𝑘 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑞𝑡𝑦 𝑜𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑖  𝑓𝑟𝑜𝑚 𝐿𝑆𝑃 𝑘 𝑡𝑜 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑐𝑒𝑛𝑡𝑟𝑒 𝑗 

𝑍𝑘 𝑖𝑓 𝐿𝑆𝑃 𝑘 𝑖𝑠 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑒𝑑, 𝑡ℎ𝑒𝑛 𝑍𝑘 𝑖𝑠 1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 0 

 

Objective Function 

   

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑ ∑ 𝐶𝑘 ∗ 𝑍𝑘 ∗  𝐿𝑘 ∗  𝑄𝑘 ∗ 𝑋𝑖𝑘

𝑛

𝑖=1

𝑙

𝑘=1

 

Constraints  

∑ 𝑋𝑖𝑘     ≤ 

𝑙

𝑘=1

 𝑊𝑖                  𝑓𝑜𝑟 𝑖 = 1 … . . 𝑛                                                    (1) 

 

∑ ∑(𝑌𝑖𝑗𝑘 

𝑚

𝑗=1

𝑛

𝑖=1

∗ 𝑅𝑖𝑘 ) =  𝐷𝑖𝑗       𝑓𝑜𝑟 𝑗 = 1 … … 𝑚, 𝑖 = 1 … . . 𝑛                   (2) 

 

∑(𝑃𝑖 ∗  𝑋𝑖𝑘) ∗ 𝑍𝑘 ≤    𝑉𝑘  

𝑛

𝑖=1

     𝑓𝑜𝑟 𝑘 = 1 … . . 𝑙                                          (3) 

 

𝐷𝐶𝑗𝑘 =  𝐹𝐷𝑗𝑘 +  ∑ 𝑉𝐷𝑖𝑗𝑘 ∗  𝑌𝑖𝑗𝑘   ∗  𝑃𝑖    𝑓𝑜𝑟 𝑘 = 1 … . 𝑙,

𝑛

𝑖=1

𝑗 = 1 … . . 𝑚   
                                                                                                                   

(4) 

𝐻𝐶𝑘 =  𝐹𝐻𝑘 +  ∑ 𝑉𝐻𝑖𝑘 ∗  𝑋𝑖𝑘  ∗ 𝑃𝑖                  𝑓𝑜𝑟 𝑘 = 1 … . 𝑙  

𝑛

𝑖=1

             (5) 

 

∑ ∑ 𝐷𝐶𝑗𝑘

𝑛

𝑖=1

+   ∑ 𝐻𝐶𝑘

𝑙

𝑘=1

𝑙

𝑘 =1

≤ 𝐵                                                                        (6) 

 

𝑋𝑖𝑘  ≥   ∑ 𝑌𝑖𝑗𝑘

𝑚

𝑗=1

                    𝑓𝑜𝑟 𝑘 = 1 … 𝑙 , 𝑓𝑜𝑟 𝑖 = 1 … 𝑛                       (7) 

 

 

∑ 𝑍𝑘 ≤ 𝑁

𝑁

𝑘=1

                                                                                                         (8) 

 

𝑍𝑘  ∈  {1,0}      𝑓𝑜𝑟 𝑘 = 1 … 𝑙                                                                         (9) 

 

Defining the constraints: 

 

1. All the units of product i allocated to LSPs should be 

less than or equal to the manufacturers production 

capacity of that product i.  

2. All the products distributed/ delivered to the 

distribution centers by the LSPs should be more than or 

equal to the demand from each distribution center and 

if LSP k can distribute the product I, then Rik is 1, 

otherwise 0. 

3. The volume that is allocated to the LSP k should be less 

than or equal to its capacity. 

4. Total cost of delivery from LSP k to distribution center 

j 

5. Total handling cost at LSP k. 

6. Total cost (Delivery and handling) should be less than 

or equal the available budget for logistics outsourcing. 

7. Quantity of products i allocated to each LSP should be 

equal or more than the amount of that product 

distributed by that LSP. 

8. Sum of the allocated number of LSPs does not exceed 

the desired number of LSPs to have by the organization. 
9. Binary variable If LSP k is considered, then Zk is 1, 

otherwise 0. 

IV. DATA ANALYSIS 

A. Calculation of weights and priorities using ANP. 

The final weight of each indicator was calculated by 
multiplying the indicator (sub-criteria) weight by the 
relevant dimension (criteria) weight as shown in Table IV. 

TABLE IV. FINAL WEIGHTS OF SUSTAINABILITY PERFORMANCE 

INDICATORS 

Dimensi

on 
Indicator 

Indicato

r Weight 

Dimensi

on 

Weight 

Final 

Weight 
Rank 

 

Econ

omic 

 

 

E1 0.5810 0.5630 0.3271 1 

E2 0.1954 0.5630 0.1100 4 

E3 0.2236 0.5630 0.1259 3 

     

   

Envir

onme

nt 

 

 

 

 

EN1 0.3061 0.1763 0.0539 5 

EN2 0.0741 0.1763 0.0131 13 

EN3 0.1734 0.1763 0.0306 10 

EN4 0.1834 0.1763 0.0323 9 

EN5 0.2631 0.1763 0.0464 6 

 

Socia

l 

 

 

 

 

S1 0.5410 0.2608 0.1411 2 

S2 0.0791 0.2608 0.0206 12 

S3 0.1071 0.2608 0.0279 11 

S4 0.1411 0.2608 0.0368 7 

S5 0.1318 0.2608 0.0344 8 

 1.0000  

 

Here three (3) prospective LSPs of the apparel 
manufacturing firm were considered and using ANP ranks 
were given to them based on their sustainability 
performance.  
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TABLE V. PRIORITY AND RANK CALCULATIONS OF 3LSPS 

LSP Priority Rank 

LSP1 0.32789 3 

LSP2 0.33188 2 

LSP3 0.34023 1 

 
According to the results, the highest weighted and least 

weighted sustainability dimensions and the sustainability 
performance indicators of the organization can be 
identified. The prospective LSP with the highest 
priority/rank can be selected as the best alternative.  

The following are the results of the calculations done 
for the data collected from the apparel manufacturing 
organization. According to the results, the highest 
importance is given to the economic dimension (0.5630) by 
the decision-makers, then to social (0.2608), then 
environmental (0.1763). Priorities of the LSP based on the 
weights are 0.32789, 0.33188, 0.34023 for LSP 1, LSP 2, 
LSP 3, respectively. Among them, the highest values were 
obtained by LSP 3 which is 0.34023 and it is the best 
selection among the three alternatives. The reason LSP 3 
got the highest rank is, it has performed best in the highly 
weighted sustainability performance indicators by the 
organization.   

B.  Results of the mathematical optimization model 

Execution of the mathematical model using the data 
acquired was done using IBM ILOG CPLEX Optimization 
Studio version 12.9.  

Optimization was done with the implementation of the 
model in the Optimization Programming Language (OPL). 
The optimization results summary is shown in Table VI(A) 
and (B). The data used, and the detailed results tables are 
shown in the Appendix.   

Only two prospective LSPs were considered for the 
execution of the model in CPLEX. According to the results, 
both LSPs were selected. 

TABLE VI(A). OPTIMIZATION RESULT SUMMARY 

LSPs 
Product (Units) Tota

l 1 2 3 4 5 

1 1000 1500 2200 0 800 5500 

2 0 0 0 0    0   0 

3 0 0 300 500 0 800 

Total 1000 1500 2500 500 800 6300 

 

TABLE VI(B). OPTIMIZATION RESULT SUMMARY 

LSP DC 
Product 

 

Qty (Units) 

delivered 

1 1 3 1000 

1 3 3 750 

3 2 5 500 

1 4 2 500 

1 3 2 500 

1 2 3 500 

1 2 1 500 

1 1 2 300 

1 4 3 250 

3 4 5 200 

1 4 4 200 

1 4 1 200 

1 2 2 200 

1 1 1 200 

3 1 5 100 

1 3 1 100 

1 3 4 50 

1 2 4 50 

1 1 4 200 

 

V. CONCLUSION 

This paper uses Analytic Network Process (ANP) to 
evaluate the LSPs based on their sustainability 
performance. Analytic Network Process (ANP) provides 
the opportunity to the organization to evaluate its 
prospective logistics partners based on their requirements 
and priorities and the different sustainability dimensions 
and indicators.  The criteria (Sustainability dimensions) 
and sub-criteria (Sustainability Indicators) used to select 
the LSP can be different from company to company and 
this methodology enables such options and provides the 
flexibility to select criteria and sub-criteria accordingly. 
The relative importance of the dimensions and 
sustainability indicators was determined through pairwise 
comparison. The LSP with the highest priority value is 
selected as the best sustainability performer. 

As the next step, the desired number of LSPs will be 
selected using a mathematical optimization model which 
was formulated as a LPP with an objective of maximization 
of the volume allocated to LSPs according to the rank 
obtained during the Analytic Hierarchy Process values 
while satisfying the constraints. Using the proposed LPP 
model, both the desired number of LSPs and the capacity 
to be allocated for those selected LSPs can be determined. 

Due to the difficulty in the collection of actual figures 
or quantitative values for the performance levels of 
sustainability, performance indicators were measured using 
a 9-point Likert Scale for getting data to do pairwise 
comparison which made the results subjective to the person 
who is giving the scores for the relevant performance. This 
requires future studies to collect the real quantitative 
indicator values of the prospective LSPs when using the 
model to get a more accurate outcome. 

The proposed model enables not only to identify the 
best LSPs who meet the sustainability performance criteria 
at their best levels but also enables them to distribute the 
goods to different warehouses or distribution centers after 
considering all relevant constraints. Though the validity of 
the model was tested to an apparel industry this could be 
applied to many other industries. 

In the LPP model, two assumptions were incorporated 
for ease of calculations and to reduce the optimization 
model complexity. One was considering LSPs have an 
unlimited distribution capacity which was not true in real 
life. And researcher has assumed that the supply from the 
manufacturer and the demand by the Distribution Centers 
(DCs) are equal for the calculating period. If future research 
can overlook these limitations and incorporate more 
constraints into the LPP model to get more accurate results.  
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Abstract - The apparel industry is considered as one of 
the most labor-intensive industries where Production 
Planning and Control (PPC) is considered as an important 
function, because of its involvement from scheduling each task 
in the process to the delivery of customer demand. Line 
planning is a sub-process within PPC, through which the 
production orders are allocated to production lines according 
to their setting and due dates of production completion. The 
decisions that address line planning functions still heavily rely 
on the expertise of the production planner. When production 
planners are required to select production lines for the 
production of a particular type of product, little emphasis has 
been placed on ways to apportion certain production orders 
to the most appropriate production system. In this research, a 
framework is developed using Analytical Network Process 
(ANP) which is a Multi-Criteria Decision Making (MCDM) 
method, enabling the incorporation of all the planning criteria 
in the selection of a production line. The weighted scores 
obtained by the best alternative production lines are used in a 
Linear Programming model to optimize the resource 
allocation in an apparel firm. 

Keywords - Analytical Network Method (ANP), apparel 
production planning, linear programming, multi-criteria 
decision making (MCDM), production line planning 

I. INTRODUCTION 

Clothing is the quintessential worldwide industry 
wherein the world's biggest retailers, marked advertisers, 
and producers without processing plants are the dominant 
players. The clothing and material industry area is 
consistently under steady tension and where rivalry is 
fierce, there is an opportunity for opponent firms standing 
by to challenge them. Even though the apparel and textile 
business may be buyer-focused to fulfill retail procedures 
and shopper needs, the clothing manufacturing system is at 
the core of any cut-and-sew activity. The production 
system, as the center of an assembling undertaking, shapes 
a huge capital venture for any organization. As clothing 
organizations face the requests of things to come, capital 
speculations turn into a genuine budgetary issue.  

[1] Discusses capital intensity, energy intensity, and 
competitive market as the three main factors which make 
production planning an essential activity in the quest for 
improvements in operational efficiency. In the apparel 
industry, production line planning is the process of 
scheduling and allocating production orders to production 
lines according to product setting (product is being made in 
the line) and due dates of production completion. A line 
plan defines when a style is going to be loaded to the line, 
how many pieces are to be expected (target) from the line 

and when an order is to be completed. Production planning 
usually assumes a perfect environment in terms of resource 
availability and process quality. Resource unavailability 
during the production process will increase production 
costs and affect inventory levels needed to satisfy customer 
demand. Production planning is done as part of a 
hierarchical planning process, where the production plan is 
cascaded down to a more detailed production schedule. 
[2] A production line has the capability to produce a 
number of different product types. There exists a large 
number of process constraints from one production system 
to the other due to the varied capabilities and processing 
requirements of a given production order. Some of the 
production orders can be produced on more than one 
production line and some of the sub-processes require 
sharing of special tools and machinery. Some products 
have constraints with regards to the precedence of 
operations that should be performed for the production 
while others have similar production conditions that should 
be scheduled for consecutive production. Switching from 
one production line to another for the same product style or 
switching in between different styles within the same 
production line leads to a reduction in efficiency and it 
wastes lots of machine and labor production hours of the 
manufacturing firm. Current practices on scheduling daily 
production in the production lines are based on the 
experience of the management. At present, scheduling 
daily production in the manufacturing process is 
subjectively based on the manager’s experience. With an 
increasing emphasis on the multiple objectives of on-time 
shipment, low inventory, and production quality; the 
management of the plant needs a scheduling tool to 
improve the production scheduling for better system 
performance. 

To improve the process of line planning, decision-
makers need to understand the impacts of the 
characteristics of apparel production systems and 
parameters in the manufacturing environment on 
production system performance which can thus provide 
insights into the selection decision. However, it is difficult 
to anticipate the impact of the parameters in the 
manufacturing environment on production system 
performance through observation or experimentation 
because it is costly and time-consuming. In such 
circumstances, Multi-Criteria Decision Making 
frameworks can be used because of its ability to explicitly 
model multiple and possibly conflicting factors. 

In this research, a Multi-Criteria Decision Making 
(MCDM) framework is constructed with the objective of 
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finding the best suitable production line to minimize the 
total costs, including the production costs, inventory 
holding costs, idle time costs and lateness costs. Therefore, 
this research will focus on finding the solution for on, how 
to select the best production line for a particular production 
order through a collaborative decision-making framework 
and increase the production planning efficiency in the 
apparel sector in Sri Lanka. The main objectives of the 
research are to 

RO1: Identify the production line selection criteria of an 
apparel manufacturing firm 

RO2: Identify the most suitable MCDM method for the 
research 

RO3: Develop a framework to select the most suitable 
production line in the apparel sector 

II. LITERATURE REVIEW 

In this section, the existing achievements of the 
industry and work by academic scholars in the intersecting 
fields of the scope of the research are being reviewed. The 
literature review was done under the topics of capacity 
planning and line selection approaches, MCDM 
frameworks used for different research problems in 
different industries with their pros and cons comprehensive 
review on ANP method and applications of Linear 
Programming in production planning.  

A. Production planning approaches 

This section reviewed the literature which mainly 
focused on capacity planning and scheduling function in 
different industries. Those results were used to identify the 
main criteria and sub-criteria in the ANP framework. [3] 
Discuss 3 main parameters that are considered to have the 
most significant effect on the selection of production 
systems in real-life which are, product complexity, 
production order size, and operator competence level. [4] 
Also discusses how the operator’s performance is affected 
in a production line and recommends that it should be taken 
into consideration in the line planning process. It also 
investigated flexible flow line problems with sequence-
dependent setup times and different Project Management 
policies to minimize the make span in parallel machines. 
[5] Mentions that, when scheduling orders in the paper and 
pulp industry managers have to use a base sequence of 
grades. Customers place orders for reels of different widths 
and grades therefore, the lot sequencing approach can be 
used to verify the earliest available slot for a lot size and 
hence commit to the due date. Also, he discusses the fact 
that there’s a priority level for different orders based on the 
logistic model. The maximum priority is given to those that 
travel by ship since the company has to schedule containers 
in advance and commit to a given due date. Also, the 
important costs related to production stability must be taken 
into account when defining production plans. 

[4] Discusses the production family concept. Family 
set-up time reflects the need to change a tool for each class 
of styles and even sizes within the style. This set-up time is 
large compared to the average processing time of the 
production order. In general, therefore, large batches have 
the advantage of high machine utilization because the 
number of setups is small. On the other hand, processing a 
large batch may delay the processing of an important job 

belonging to a different family, resulting in customer 
dissatisfaction due to tardy deliveries. [2] Discusses a 
solution to product family setup time, under Group 
Technology (GT) concept. In the GT approach, some parts 
of different products which involve similar manufacturing 
processes are combined in the production process. This 
method reduces inventories and Work in Progress (WIP). 
Since workers are producing similar products all the time, 
throughput time and setup time can be largely reduced.  [6] 
Also, addresses the need for diminishing switch over 
methodology between production systems, which is a 
current administration concern. It is referenced that 
production run length (the number of days a handling line 
is booked to deliver a similar item type) should be long 
enough to deliver completed items with predictable quality. 
Regular item switchovers in the preparing line can bring 
about quality issues. Be that as it may, a run-length bigger 
than should be expected can expand the stock level. [6] 
showed calculations to produce everyday creation plans 
considering two different goals which are, to limit shipment 
delays and to limit normal stock levels. The administration 
fabricating frameworks faces the issue of meeting client 
conveyance dates while working the system productively. 
This includes clashing targets. The contention emerges 
because improvement in one target can be made to the 
disservice of at least one of different goals. In addition, 
different creation and quality requirements should be 
fulfilled. 

The literature showed that making a decision based on 
multi criteria is a considerably complex task. In general, 
scheduling problems imply that a set of rules should be 
evaluated and ranked according to different criteria which 
are conflicting to each other. These facts emphasize the 
need of a Multi Criteria Decision Making framework to be 
used in the production planning process. Given a client 
request, two practical heuristic or successive streamlining 
calculations are created to produce every day creation plans 
for two essential destinations: limit shipment delays (pull-
in reverse strategy) and limit normal stock levels (push-
forward technique). A third heuristic calculation (decrease 
switch-over method) which depends on the current 
administration practice is additionally evolved to fill in as 
a benchmark. Analysis of literature showed that there’s a 
large set of criteria that needs to be considered. Therefore, 
when selecting the best production line for a given 
production order, proper balance between each criterion 
should be considered. 

B. Multi criteria decision making methods  

Many methodologies were discussed in the literature 
under the selection process, which involve building 
alternatives, identifying selection criteria, and evaluating 
alternatives against the criteria. This approach in selection 
is developed as MCDM, which has the ability to reveal the 
complexity of the problem with decisive attributes, to make 
appropriate trade-offs among conflicting factors, and to 
recommend well-balanced solutions to different 
stakeholders [7]. When considering MCDM methods, the 
criteria interactivity should be concerned since there’re 
several forms of interactions among criteria that might 
occur in real world problems. According to the 
classification done by [8] there’re distinct philosophies 
under criteria interactivity. Alternative selection methods 
fall under the structural dependency which implies the 
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dominance and dependency relations in the structure of the 
criteria. The structural dependency is prevalent in AHP, 
ANP, and hierarchical TOPSIS methods.  

C. AHP and ANP methods  

AHP technique is one of the multi-criteria decision 
making methodologies. The AHP is a typical methodology 
of numerous models dynamic in operations management 
[9]. A primary preferred position of this technique is to 
beaten impromptu choices of supervisors which are 
regularly founded on encounters or emotions. Numerous 
dynamic issues can't be organized in a hierarchal manner as 
a result of the connections and conditions between 
standards. In such cases the structure of the issue ought to 
be inherent the type of an organization. ANP is the general 
type of the AHP, and can help in managing conditions and 
collaborations in complex dynamic issues. Throughout the 
most recent decade there have been many studies considers 
that were led utilizing ANP in various ventures for various 
purposes. This follows a review of such work to recognize 
the diverse emphasizing points of interest and weaknesses 
of AHP and ANP strategies. Since ANP is developed from 
AHP, the two techniques were examined and contrasted 
with the utilization of ANP strategy for the advancement of 
production line planning system. 

[10] Did an exploration study to give decision support 
to supervisors concerning the determination issue. The 
cutting-machine determination rules were controlled by 
thinking about the related literature, and by counseling the 
industrial experts. After that, selected criteria weights were 
determined by fuzzy AHP and ranking cutting machine 
alternatives by fuzzy MOORA method. The investigation 
recommended for the most appropriate cutting machine for 
the firm. [6] Utilized AHP for the arrangement of 
assembling techniques to client necessities. [11] Analyzes 
AHP and ANP through a use of key dynamic in an 
assembling organization. It specifies that numerous choice 
issues can't be organized progressively when they involve 
the interaction and dependence of higher level elements in 
a hierarchy on lower level elements [12] 

While the AHP represents a framework with a uni-
directional hierarchical AHP relationship, the ANP allows 
for complex interrelationships among decision levels and 
attributes.  [13] Used ANP method to develop an 
Evaluation Indices System for product line selection 
process for ERP. This framework was built to facilitate 
ERP system of the organization to make decisions on how 
to organize production rationally to achieve the highest 
profit and the lowest cost given limited resources. [14] 
Presented the ANP to explore the relationship among lead 
time, cost, quality, and service level in a supply chain to 
select one strategy among a lean, agile or Leagile (i.e., 
combining lean and, agile) supply chain. [8] also developed 
an MCDM support for a sustainable supply chain. They 
used sustainable dimensions of a supply chain and selected 
the best alternative practice using AHP method. The 
research then developed the framework to an ANP method 
and compared the results of each method. The change in 
final result of each method implies that the earlier AHP 
model had been an over-simplification of the problem and 
that the interdependencies of the elements had not been 
properly and adequately captured by the model. The 
addition of the network influence of alternatives on criteria 

in the model has made the model more comprehensive and 
realistic, reflecting the relationships among the elements. 
[15] Utilized ANP technique to choose the best 
methodology for reducing risks in a supply chain. Supply 
risk, process risk, demand risk, and disturbance risks were 
considered as risk factors in this paper. The ANP is applied 
to represent the significance of the supply chain risk factor 
and to assess the appropriate arrangement out of the other 
options, Total quality administration, Lean, Alignment, 
Adaptability and Agility. A hybrid MCDM approach is 
developed by [16] to assess aircraft administration quality 
in Iran. Fuzzy DEMATEL was applied to decide the level 
of impact one criteria has on one another and that helped in 
ranking criteria based on the relationship. ANP network 
map was developed dependent on the connection map 
created from Fuzzy DEMATEL examination. Fuzzy ANP 
approach helped with organizing criteria based on the 
requirement for development and enabled in a more exact 
estimation in decision making. In the research [17] ANP 
strategy was utilized to decide the relationship among the 
measures for investigating the green building rating 
framework in Taiwan. DEMATEL and best worst method 
(BWM) was utilized to build up the system. 

D. Linear programming for production planning 

When making decisions using MCDM methods, the 
Decision Maker has to face problems relating to the use of 
limited resources considering how to decide on which 
resources would be allocated to obtain the best result, 
which may relate to profit or cost or both. MCDM methods 
are characterized by subjectivity, where the framework can 
be different from person to person and apparel firm to firm. 
Therefore, a Linear Programming model can be formulated 
and solutions can be derived to determine the best course 
of action within the constraints that exist.  

Linear Programming is a method of allocating 
resources optimally. It is one of the most widely used 
operations research tools to determine optimal resource 
utilization. Therefore, this research develops a model 
which consists of the objective function and certain 
constraints. In past researches, Linear Programming is 
heavily used in microeconomics and company 
management such as planning, production, transportation, 
technology, and other issues.  

[18] presents a model to be applied in the consumer 
goods industry consisting of multiple manufacturers, 
multiple production lines, and multiple distribution centers 
which integrates the production and distribution plans. 
Number of products, number of product groups, number of 
production lines, number of plants, number of production 
lines at plant, number of products that can be processed on 
a line, number of distribution centers, number of periods 
have been used as the constraints for the model while the 
capacity of the production line, external demand of the 
product, time consumed to produce a product, minor setup 
time of product group, the major setup time of product 
group, processing cost of the product, minor setup cost of 
the product, major setup cost of product group, inventory 
holding cost of the product are used to decide the optimum 
production methods and distribution means.  

[[19] used equipment technology options, timing 
constraints, lot assignment constraints, the capacity of the 
equipment in the batch tasks, maximum campaign length in 
continuous tasks, changeover procedures, setup time, 
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corresponding due dates, storage and shelf-life constraints, 
maintenance operations as the constraints in the planning 
optimization model for the biopharmaceutical industry.  

[20] used the data collected from the industries like 
monthly held or available resources but a company 
procures resources like fabrics and threads as the 
production requirement. Monthly available time also can be 
variable because the number of workers may be increased 
or decreased as per the production plan. In this paper, the 
cost minimization along with increasing profit using the 
same resources used at present is proposed. Using a linear 
programming method, the optimal, or most efficient, way 
of using limited resources to achieve the objective of the 
situation was found out.  

III. METHODOLOGY 

 
 
Fig. 1: Flow diagram of the methodology process 
 

The research was started with a literature review to 
find out the current situation in production planning 
function in apparel firms, the proposed approaches for the 
production line selection problem, and to identify the gaps 
and limitations in the past research. Identification of the 
research gap led to form the research objectives and then 
the research questions were formulated.  

This study was carried out as a mixed approach study, 
which is a quantitative study together with qualitative 
features. This research study provides a quantitative 
solution for the critical issue in production line selection. It 
mainly focuses on the optimization of machinery and 
human resource allocation for production orders. Here, the 
ANP MCDM technique was used to build the production 
line selection framework and to select the best production 
line among the potential alternatives. Qualitative data 
(production line selection criteria and sub-criteria) were 
gathered through literature review and interviews with the 
professionals in the planning function of the study apparel 
firm. Expert opinions were conducted with professionals 

from 5 different apparel firms to identify the line selection 
criteria and it was used in the ANP conceptual framework.  

A. Criteria identification 

Table I shows the 5 criteria, 19 sub-criteria which were 
identified for the production line selection decision. The 
table also shows the references used for the criteria 
identification. (LR- Literature Review/ EO- Expert 
Opinion) 

TABLE I. CRITERIA AND SUB CRITERIA OF PRODUCTION LINE SELECTION 

Goal: To select the most suitable production line under different 

criteria 

Criteria Sub Criteria 
(C1) Characteristics of the 

product 

(C1.1.) Standard Minute Value (LR/EO) 

 (C1.2.) Labor time (EO) 

 (C1.3.) Style efficiency (EO) 

 (C1.4.) Supervisory control (EO) 

 (C1.5.) Throughput time (LR/EO) 

 (C1.6.) Number of operations (LR) 

(C2) Characteristics of the 

Production Order 

(C2.1.) Delivery Date (LR/EO) 

 (C2.2.) Order Quantity (LR) 

 (C2.3.) Size Quantities (EO) 

 (C2.4.) PCU Date (EO) 

(C3) Characteristics of the 

Production Line 

(C3.1.) Technical Infrastructure (LR) 

 (C3.2.) Ability to adopt changeovers 

(LR) 

 (C3.3.) Efficiency of the Production 

Line (EO) 

 (C3.4.) Skills inventory of the 

Production Line (LR) 

 (C3.5.) Availability of the Production 

Line (EO) 

(C4) Technical support (C4.1.) Infrastructure support by the 

technical team (EO) 

 (C4.2.) Machine service requirements 

(EO) 

(C5) Quality and IE 

concerns 

(C5.1.) Expected quality parameters 

(EO) 

 (C5.2.) Cadre (EO) 

Alternatives: Potential production lines – 6 were selected 

■  

B. Development of Linear Programming model 

Next objective of this study is to optimize the resources 

required for the production of the order by considering the 

relevant constraints. Here, Linear Programming will be 

used to build the optimization model.  

Constraints for the LP model were selected through the 

interviews conducted with the respondents of the case study 

organization. The business unit produces products with 

simple to mid-level complexity. The variety between 

product types are high, therefore, one of main objectives of 

the planning process is to minimize the number of changes 

done to a production line from one product to the other. 

Unless the objective is achieved, the machine idle time, 

operator idle time go high due to frequent switching 

between one product to the other. 

● Decision variables  

The planner’s task is to set a production amount for 

each production line ranked through the ANP method. 

Therefore, the decision variables will be whether the 
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production line is selected, and if selected, what is the 

amount of production order assigned for each production 

line.  

● Objective function 

To maximize the ANP weighted composite 

performance index through selection of production lines. In 

here calculated competency score values will be used as 

coefficient values of the objective function. 

 

Assumptions: 

In the formulation it is assumed that, 

i. Production output is stored in one main 

warehouse, therefore there are no inventories per 

individual production line and the previous 

production output has been transferred to the 

warehouse at the beginning of the Production 

Order. 

ii. Raw materials are supplied to all production lines 

without any delay and limit, as per the production 

plan and raw materials are consistently provided 

without any disruption. 

 

Constraints 

The following constraints were identified and will be used 

for the formulation of Linear Programming model. 

1. Machine hours 

2. Trimming labor hours 

3. Sewing labor hours 

4. Machine set up time 

5. Machine set up cost 

6. If xi is zero then no line is assigned for production 

If xi>0, then yi is assigned for production 

7. Total number of production lines should be below 

the desired number of lines 

 

Development of the model 

Indices 

i - ith Production Line 

n - Number of Production lines 

xi=qi/Qi - Proportion of Production allocated to the ith 

production line (this number is a fraction of the 

total   production quantity of the order) 

yi  - Production Line i, if selected  1, otherwise 0, a 

binary variable  

Parameters 

𝑚𝑖ci𝑚𝑖 - ANP Composite performance index of the 

𝑖𝑡ℎproduction line 

M - Maximum number of machine hours allowed for 

order completion on Production End Date 

(PED) 

𝑚𝑖 - Number of machine hours required for 

production completion in each 𝑖𝑡ℎ  production 

line 

T  - Maximum number of trimming labor hours 

allowed for production completion on PED 

𝑡𝑖  - Number of trimming labor hours required for 

production completion in each 𝑖𝑡ℎ  production 

line 

S - Maximum number of sewing labor hours 

allowed for production completion on PED 

𝑠𝑖  -  No of sewing labor hours required for product. 

completion in each 𝑖𝑡ℎ
 production line 

Qi  - Total production Order quantity 

𝑞𝑖  -  Production quantity allocated for 𝑖𝑡ℎ 

production line 

N -  Desired number of production lines 

POSi - POCi - Maximum set up time allowed from each 

𝑖𝑡ℎ  production line for the Production 

Order to start production on Production 

Start Date (PSD) 

POSi -  Next order Production Start Date 

POCi -  Current order Completion Date 

𝑠𝑡𝑖  -    Setup time required for each 𝑖𝑡ℎ  prod. line 

SC -  Maximum set up cost allowed for the Production 

Order to start production within the profitable 

range 

𝑠𝑐𝑖  -  Set up cost required for each 𝑖𝑡ℎ production line 

 

Objective Function:  

Max Z = ∑ 𝑐𝑖𝑥𝑖
𝑛
𝑖=1  

Subjected to 

∑ 𝑚𝑖𝑥𝑖 ≤ 𝑀𝑛
𝑖=1                                  (1) 

 

∑ 𝑡𝑖𝑥𝑖   ≤ 𝑇𝑛
𝑖=1                                 (2) 

 

∑ 𝑠𝑖𝑥𝑖  ≤ 𝑆𝑛
𝑖=1                                      (3) 

 

∑ 𝑠𝑐𝑖 .
𝑛
𝑖=1 𝑦𝑖 ≤ SC                                        (4) 

 

 𝑠𝑡𝑖𝑦𝑖 ≤ 𝑃𝑂𝑆𝑖 − 𝑃𝑂𝐶𝑖   i= 1…..n              (5)       

 

xi ≤ yi                                                                               (6) 

 

∑ 𝑦𝑖 < 𝑁𝑛
𝑖=1 ∑ 𝑦

𝑘
≤ 𝑁

𝑛
𝑖=1                                   (7) 

 

xi >=0 and yi = (0,1)  

IV. DATA COLLECTION AND ANALYSIS 

Data collection was done through a questionnaire 

which was designed to feed pairwise comparisons to the 

matrix form. The survey was conducted as a case study, 

therefore professionals from production planning 

department of an apparel manufacturing firm in Sri Lanka 

were involved.   

An instance was created with one of the frequently 

manufactured styles in the organization. Questionnaires 

were given to 11 experts in the Planning Department of the 

organization to determine the relative importance of each 

sub criteria. The experts were selected based on the years 

of experience they have in the Planning Department and
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Fig 2: ANP framework

 

also based on the product type/style specialization. 1 

Senior Manager, 2 Assistant Managers, 4 Senior 

Executives and 4 Executives were selected from the 

organization. They were instructed to relate the answers to 

the instance described prior to the questions.  

V. DATA ANALYSIS AND  DISCUSSION 

After the case study was conducted, the ANP 
framework was developed using SuperDecisions Software. 
SuperDecisions is a free educational software that 
implements AHP and ANP methods and was developed by 
Thomas Saaty’s team who created the method.  

Compared to other software tools SuperDecisons is 
known as a simple, easy to use software package for 
constructing decision models with dependence and 
feedback. Moreover, it is an opensource software which 
was designed to run in many different environments from 
Windows to Macintosh to Unix systems as Linux.  

Multiplication of criteria weight and sub criteria 
weight were recorded as the final weight for each sub 
criteria. When calculating the weighted supermatrix in 
ANP, the pairwise comparisons at the node level must be 
done based on Saaty’s scale. Comparisons should be done 
between, 

i. The criteria and the goal 

ii. Criteria with respect to other criteria 

iii. Alternatives with respect to each criterion  

iv. Each cluster 

The ANP framework calculates the priorities for each 
production line and the following result (Table II) was 
received for the case study.  

TABLE II: ANP RANKING 

Alternative Normalized 

Priority Score 

ANP Rank 

Production Line 1 0.03587 6 

Production Line 2 0.04856 5 

Production Line 3 0.22997 2 

Production Line 4 0.43481 1 

Production Line 5 0.15413 3 

Production Line 6 0.09666 4 

■  
Weights received from the ANP model were taken as 

the coefficients for the Mixed integer Linear Programming 
(MILP) model and it was simulated using MS Excel. Then 
the model was solved using solver. Result has been 
recorded in Table III.  

TABLE III: RESULTS OF THE MILP MODEL 

Alternative Quantity 

Assigned 

Set up time 

(Mins) 

Set up cost 

(Rs.) 

PL 1 0 0 0 

PL 2 0 0 0 

PL 3 21877.5 540 120 

PL 4 53122.5 720 200 

PL 5 0 0 0 

PL 6 0 0 0 

VI. CONCLUSION 

Ranks received can be used to prioritize the production 
lines for a particular production order. When implemented 
once, the same framework can be used for similar 
production orders. Most of the times, the case study 
organization receives orders from same client with same 
style and quantity specifications for repeating months. 
When such occasions arise, only the alternative comparison 
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has to be performed because pairwise comparison of 
criteria and sub criteria are same. Then the ANP weights 
can be applied to the LP model and optimize the alternative 
production lines.  

When totally new styles are received, the whole 
process should be carried out again along with the pairwise 
comparisons. However, all the criteria will be covered and 
visibility to every detail will be made sure, therefore the 
probability of re-planning is very low.  

Addition of Mixed Integer Linear Programming model 
will help the planner to decide on the quantity that should 
be manufactured in each alternative production line. This 
way, the production line which consists of materials, 
machines and equipment, manpower can be optimized.  

VII. FUTURE WORK 

The framework was primarily developed for apparel 
sector industrial setting, but with the extensive study done 
under production planning in general, this framework 
covers most of the considerations of other industries as 
well. Therefore, with slight modifications, this 
methodology can be applied for any industry in production 
line selection function.  

In order to have a more reliable result, it is suggested 
that in the future Fuzzy ANP be applied to guide decision 
making toward a more constructive and consolidated line 
allocation. 

With the usage of Linear Programming, continuous 
planning model can be developed with product routing and 
line balancing implications. Furthermore, an algorithm can 
be developed to solve the ILP model using CPLEX which 
is much more efficient and accurate. 

The model was implemented in only one organization 
as a case study. Therefore, more scenarios can be used 
under different contexts and the framework can be further 
validated.  

REFERENCES 

[1]  Figueira, G., Oliveira Santos, M., & Almada-Lobo, B. (2013). A 

hybrid VNS approach for the short-term production planning and 

scheduling: A case study in the pulp and paper industry. 

Computers and Operations Research, 40(7), 1804–1818. 

https://doi.org/10.1016/j.cor.2013.01.015 

[2]  Shin, H. & Leon, V. Jorge. (2004). Scheduling with product 

family set-up times: An application in TFT LCD manufacturing. 

int. j. prod. res. 15. 4235-4248. 

10.1080/00207540410001708461. 

[3]  Mok, P. Y., Cheung, T. Y., Wong, W. K., Leung, S. Y. S., & Fan, 

J. T. (2013). Intelligent production planning for complex garment 

manufacturing. Journal of Intelligent Manufacturing, 24(1), 133–

145. https://doi.org/10.1007/s10845-011-0548-y 

[4]  Song, B. & Wong, W. & Fan, J. & Chan, S.. (2006). A recursive 

operator allocation approach for assembly line-balancing 

optimization problem with the consideration of operator 

efficiency. Computers & Industrial Engineering. 51. 585-608. 

10.1016/j.cie.2006.05.002. 

[5]  Figueira, G., Amorim, P., Guimarães, L., Amorim-Lopes, M., 

Neves-Moreira, F., & Almada-Lobo, B. (2015). A decision 

support system for the operational production planning and 

scheduling of an integrated pulp and paper mill. Computers and 

Chemical Engineering, 77, 85–104.  

[6]  https://doi.org/10.1016/j.compchemeng.2015.03.017 

[7]  Ben Hmida, J., Lee, J., Wang, X., & Boukadi, F. (2014). 

Production scheduling for continuous manufacturing systems 

with quality constraints. Production and Manufacturing Research, 

2(1), 95–111. https://doi.org/10.1080/21693277.2014.892846 

[8]  Poh, K. L., & Liang, Y. (2017). Multiple-Criteria Decision 

Support for a Sustainable Supply Chain: Applications to the 

Fashion Industry. Informatics, 4(4), 36.  

[9]  https://doi.org/10.3390/informatics4040036 

[10]  Ggolcuka & Baykasoglu (2016). An Analysis of DEMATEL 

Approaches for Criteria Interaction Handling with ANP 

[11]  Expert Systems Application 

[12]  Hofmann, E., & Knébel, S. (2013). Alignment of manufacturing 

strategies to customer requirements using analytical hierarchy 

process. Production and Manufacturing Research, 1(1), 19–43.  

[13]  https://doi.org/10.1080/21693277.2013.846835 

[14]  Vatansever, K., and Kazançoğlu, Y., “Integrated usage of fuzzy 

multi criteria decision making techniques for machine selection 

problems and an application”, International Journal of Business 

and Social Science, vol. 5, no. 9, pp. 12–24, 2014. 

[15]  Görener, A., (2012) Comparing AHP and ANP: An Application 

of Strategic Decisions Making in a Manufacturing Company 

[16]  International Journal of Business and Social Science 

[17]  https://www.researchgate.net/publication/267857709 

[18]   (Saaty and Özdemir, 2005), The Analytic Hierarchy and Analytic 

& Analytic Network Processes for the Measurement of Intangible 

Criteria and for Decision Making 

[19]  International Series in Operations Research & Management 

Science book series (ISOR, volume 78) 

[20]  Wei, Jin-Yu & Bi, Ran. (2008). Knowledge management 

performance evaluation based on ANP. Int Conf Mach Learn 

Cybernet. 1. 257 - 261. 10.1109/ICMLC.2008.4620414. 

[21]  Agarwal, Ashish & Tiwari, Manoj. (2006). Modeling the metrics 

of lean, agile and leagile supply chain: An ANP-based approach. 

European Journal of Operational Research. 173. 211-225. 

10.1016/j.ejor.2004.12.005. 

[22]  Ivanov, Dmitry & Hosseini, Seyedmohsen & Dolgui, Alexandre. 

(2019). Review of quantitative methods for supply chain 

resilience analysis. Transportation Research Part E Logistics and 

Transportation Review. 125. 285-307. 10.1016/j.tre.2019.03.001. 

[23]  Navid, H. (2017). Evaluating Airline Quality Using Fuzzy 

DEMATEL and ANP. Strategic Public Management Journal. 

https://doi.org/10.25069/spmj.351296 

[24]  Liu, P. C. Y., Lo, H. W., & Liou, J. J. H. (2020). A combination 

of DEMATEL and BWM-based ANP methods for exploring the 

green building rating system in Taiwan. Sustainability 

(Switzerland), 12(8), 3216.  

[25]  https://doi.org/10.3390/SU12083216 

[26]  Bilgen, B. (2010). Application of fuzzy mathematical 

programming approach to the production allocation and 

distribution supply chain network problem. Expert Systems with 

Applications, 37(6), 4488–4495.  

[27]  https://doi.org/10.1016/j.eswa.2009.12.062 

[28]  Vieira, M., Pinto-Varela, T., & Barbosa-Póvoa, A. P. (2019). A 

model-based decision support framework for the optimisation of 

production planning in the biopharmaceutical industry. 

Computers and Industrial Engineering, 129(January), 354–367.  

[29]  https://doi.org/10.1016/j.cie.2019.01.045 

[30]  Woubante, Gera. (2017). The Optimization Problem of Product 

Mix and Linear Programming Applications: Case Study in the 

Apparel Industry. Open Science Journal. 2. 

10.23954/osj.v2i2.853. 

[31]  Thalagahage N.T.H., A. Wijayanayake, and D. H. H. Niwunhella, 

Developing a Multi Criteria Decision Making Framework to 

Select the Most Suitable Production Line in Apparel Firms :Use 

of ANP Method International Conference on Industrial 

Engineering and Operations Management Singapore, March 9-

11, 2021 

https://doi.org/10.1016/j.cor.2013.01.015
https://doi.org/10.1007/s10845-011-0548-y
https://doi.org/10.1016/j.compchemeng.2015.03.017
https://doi.org/10.3390/informatics4040036
https://doi.org/10.1080/21693277.2013.846835
https://www.researchgate.net/publication/267857709
https://link.springer.com/bookseries/6161
https://link.springer.com/bookseries/6161
https://doi.org/10.25069/spmj.351296
https://doi.org/10.3390/SU12083216
https://doi.org/10.1016/j.eswa.2009.12.062
https://doi.org/10.1016/j.cie.2019.01.045


Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

168 

 

 

Paper No: SE-06 Systems Engineering 

Reduce food crop wastage with hyperledger fabric-

based food supply chain
 

Dewmini Premarathna* 

Department of Software Engineering  

University of Kelaniya, Sri Lanka 

dewminic@kln.ac.lk 

 
Abstract - Food is the utmost important thing for every 

living being.  The quality and safety of food has become a 
crucial factor in the food industry. Most of the customers tend 
to pay more attention to food safety and seek to get food from 
verifiable resources. To improve this trustworthiness 
Distributed Ledger Technology (DLT) - based Food Supply 
Chain (FSC) plays a vital role because of its traceability. 
There are multiple actors involved throughout the journey of 
FSC and with the high visibility of data in DLT, everyone can 
ensure trust. The transparency of data itself is a reason for 
some to opt-out because some of their private data can be 
exposed to others. Hyperledger Fabric (HF) based FSC can 
address that matter as it supports permissioned network 
solutions.  Though there are a lot of solutions available in a 
similar kind of approach, whether the crops take their 
journey throughout the FSC without any wastage, is still 
questionable. This study focuses on reducing wastage of food 
crops as they take a long journey in their raw state and 
possible hazards are high. It discusses farmers' behavior 
based on the Sri Lankan context and how it accompanies food 
crop wastage.  Further, this paper ruminates the other 
possible crop wastage that can take place in FSC and how to 
eliminate it with the proper involvement of knowledgeable 
and authorized parties. Then, the study explores how all the 
parties can collaboratively join the FSC based on HF so that 
everyone can benefit. Finally, it concludes on how such design 
is effectively contributing to reducing food crop wastage in Sri 
Lanka (SL). 

Keywords - crop, farmer, food, hyperledger fabric, lock 
chain 

I. INTRODUCTION 

The food industry is a globally widespread industry 
where agriculture plays a main role. Most of the humans’ 
food needs are met by crops like vegetables, fruits, 
potatoes, and grains [1]. From production to consumption, 
crops go through many different stages in the FSC. FSC has 
become an extremely complex and long process as it 
involves many actors like farmers, transporters, 
wholesalers, retailers, end consumers, and many more on 
different scales [2]. As the participation of different parties 
increases, many issues such as lack of communication, 
transparency, accuracy, mutual trust, and traceability arise. 
There is a growing interest in the technology world to 
design systems based on DLT for FSC to address such 
issues [3] – [7]. 

DLT is involved in a distributed style with no central 
governance for the data [8]. All the technologies engaged 
with DLT work in a similar manner which ensures tamper-
proof data. Blockchain is one of the DLT types and has 
great potential in various industries with the availability of 
vast technology platforms. As it supports immutability and 
traceability, those who join the blockchain network can 
expect high trust. It is an ideal solution for any e case where 

trust is required as a key feature [8]. So, it plays a vital role 
in FSC in which contributors can have mutual trust. Food 
consumers can ensure their food safety and nutritional 
value, and anyone can know the path food has taken from 
its origin to destination.  

Blockchain's high data transparency has benefited 
some industries, but some are reluctant to get involved. 
Because some people are afraid that their information will 
be passed on to the competitors [5]. In that case, it would 
be better if they could interact with the FSC while keeping 
their data confidential and HF could do the same. HF 
provides an authorized way for each actor to join the 
network, and the literature explores it the most. 

Although we can improve the privacy and 
trustworthiness of FSC with HF-based supply chains, there 
are many stages throughout the chain where food wastage 
can take place. Due to the high complexity associated with 
FSC, measuring food loss through the chain is a difficult 
process. Farmers can be known as the heart of the FSC, and 
the initial point of food wastage starts there. The issues 
faced by farmers and their behaviors have a great impact on 
their harvest which may indirectly cause food loss. The 
post-harvest period is another main stage where food 
wastage happens. With the proper involvement of actors in 
the DLT based FSC, food wastage and loss can be 
minimized. Further, this study is based on the SL context 
in discussing the problems associated with food cultivation, 
transportation, and marketing. There can be information 
that can suit the global context. But, in developing 
countries, most of the issues are very different due to 
factors like poverty, improper education, and cultural 
challenges [9] [10].  

The SL government has taken various measures and 
legislation to prevent food loss and wastage [9]. But, the 
problem lies in the challenges they face in implementing 
them. If everyone meets at FSC, to get together and go on 
this journey, they can solve a lot of problems in a way that 
is profitable for everyone involved. To facilitate that, HF-
based FSC is a great solution because there we can make 
the participants work more credibly in a way that is 
transparent.  

Therefore, this paper provides a solution on how to use 
the HF-based FSC to minimize food crops wastage in the 
process of supplying food in Sri Lanka from the beginning 
of growing crops to the consumer's home. To incorporate 
that, the rest of the paper is arranged as follows in a 
sectioned order; literature review, solution overview based 
on the literature, results and discussion, and conclusion. 

II. LITERATURE REVIEW 

DLT systems have a distributed database shared 
among each node in the network with no central authority 
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[8]. Among the notable popular DLT platforms, blockchain 
is the frequently associated one, having gained its 
popularity with the cryptocurrency bitcoin introduced by 
Satoshi Nakamoto [11]. Because bitcoin works so reliably 
in transactions where fraud is almost impossible, many 
people are curious about how to use the underlying 
technology when developing applications where trust plays 
a crucial role [12]. 

A. Blockchain 

Blockchain is a decentralized, distributed ledger that 
facilitates recording and tracking of transactions. Like any 
other database, blockchain also stores data. The key 
difference of blockchain with a typical database is that it 
stores transactions in a data structure called blocks instead 
of a predefined table structure or file format. If it is 
described from its simplest form, the block consists of 
transactions data, nonce, the hash of the previous block as 
well as the hash of itself [6] [8] [11] [13]. So, each block in 
the chain is cryptographically linked together. This type of 
chain is called a ledger and there are multiple copies of the 
same ledger stored in a distributed peer-to-peer network. 
When a new transaction occurs all the peers work upon an 
inbuilt consensus protocol, and it is approved upon 51% 
agreement of the peers. When the network grows, it 
becomes more robust and it is almost impossible to tamper 
with other data although someone spends more time and 
applies computational power more than 51% [8] [14].  So, 
the data immutability offers a high tamperproof nature and 
can rely more trust on the data.  

Although blockchain is often identified to have two or 
three main types, it could use the four types below: public, 
private, consortium, and hybrid [13] [15] [16]. In a public 
blockchain, no restrictions are applied, anyone can engage 
with transactions, running nodes, and mining. A private 
blockchain is a closed network and is operated by certain 
members only, but everyone has visibility over the data 
within the network. Consortium blockchain differs from 
other blockchain types. It is not only a closed network but 
also members have accessibility over a permission manner. 
Hybrid blockchain is a combination of both public and 
private blockchains. With the evolution of blockchain, 
many platforms have emerged. Among them, Ethereum 
and Hyperledger frameworks are popular at enterprise level 
[16].  

Ethereum's main network is a public blockchain and it 
can be deployed as a private network also [17]. But it 
cannot control its data visibility in a permissioned way 
across the participants i.e. someone to be visible and 
someone to not. In such cases, HF is the ideal solution 
provided by the Hyperledger platform which is an open 
source community that provides frameworks, libraries, and 
tools for enterprise blockchain solutions [18]. HF is the 
most active and mature project in Hyperledger projects 
backed by Linux Foundation with a strong development 
community. HF is more suitable for multi-stakeholder 
businesses due to its unique features associated with the 
identity of the participants, data privacy, confidentiality, 
and performance than other platforms [19]. 

B. Hyperledger Fabric( HF) 

HF is a DLT platform that has a pluggable modular 
architecture [20]. Therefore, it can be easily adapted to 
satisfy most of the business's needs. Also, its permissioned 

nature allows businesses to operate in a more confidential 
manner which is a major concern enterprises pay attention 
to, related to their data privacy [21]. With its latest version 
2.x, HF provides a new architecture for the transactions, 
called execute-order-validate. Over theearlier approach, the 
order-execute new approach has a huge impact on the 
performance [20] [22]. It first executes the transaction 
using chaincode. According to the endorsement policy 
when enough peers agree upon the correctness of the 
transaction, transactions are ordered with consensus 
protocol which is also pluggable. Ordered transactions are 
validated by peers against the specified endorsement 
policy. So, it eliminates non-determinism rather than being 
limited to domain-specific languages, it allows writing 
smart contracts in standard programming languages such as 
Java, Go, and Node.js [20]. 

When creating a HF network understanding the 
functions of its components and how they work 
collaboratively to form a secure network is very important. 
Although there are many components involved with HF, 
ten identified key points are discussed here which describe 
HF architecture in detail. 

1) Ordering Service: Every HF network consists of at 
least one ordering service. When clients send endorsed 
transactions to the ordering nodes, they come to a 
consensus on the order of the transaction by executing 
a consensus algorithm. The consensus algorithm is 
pluggable and Raft is the recommended one. After the 
transaction order is confirmed, they form them into 
blocks and send those to the endorsing peers which are 
pre-defined in the endorsement policy. The earlier 
versions of HF used the Kafka and Solo consensus 
algorithm to order the transaction, and it is deprecated 
with the HF version 2.x whereas Kafka makes 
additional overhead to the system administration and 
Solo is for test only and consists only of a single 
ordering node [23]. 

2) Peers: Peers are the fundamental element in the HF 
network. They are owned and maintained by a relevant 
organization. They host the ledger and smart contracts 
specific to them. Peers can hold multiple smart 
contracts (when packaged it is called chaincode) and 
multiple ledgers. Peers validate and commit the 
transaction blocks into the ledger [24]. So peers 
basically read, write operations to the ledger by 
running chaincode[25]. 

3) Applications: Applications can execute chaincode 
hosted in peers by connecting them. When they send 
the proposal to the peers to read or write data, peers 
check its correctness by endorsing it, and a response is 
sent to the application. Then the application  sends a 
request to ordering nodes to order the transaction. 
Ordered transactions blocks are sent to the peers and 
peers update their ledger and the application receives 
the ledger update event [24]. 

4) Organization: An organization is a logical entity in a 
HF network and is also known as a member. The 
organization is defined by the root certificate specific 
for the organization and is stored in Certificate 
Authority (CA). The organization represents a 
physical separation of their Certificate Authority (CA), 
Membership Service Provider (MSP), and peers. Each 
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organization added to the channel at the channel 
creation time is a part of a consortium which is again a 
collection of organizations. The HF network can 
consist of one or many organizations[25] [26]. 

5) Certificate authority (CA): CA is responsible for 
giving certificates to components of its organization. 
CA issues key-value pairs (public and private key) and 
can be used to prove the identity components like peers 
[25], [27]. 

6) Membership Service Provider (MSP): MSP is a 
directory that includes certificates and private keys for 
each identity that is generated by the CA. So MSP 
contains a list of files and directories representing 
those permissioned identities to the fabric network. It 
allows organizations to manage their members under 
MSP. When organizations perform different business 
modules in multiple channels they can have multiple 
MSPs by properly naming them [27]. 

7) Channel: Channel is like a sub-network within the HF 
network that allows organizations to communicate 
privately[25]. The organizations are invited to join 
their peers to the channel for validating the transaction 
on the channel. Organizations can only access the data 
of the channels they have joined, the channels they 
have not joined arerestricted [28]. Within a channel 
also there can be one or more private data collection 
(PDC). This allows the organization to expose certain 
data to all channel members while keeping some part 
confidential within another subset of members in the 
channel [29]. It minimizes the number of channel 
creations with extended privacy.    

8) Smart contracts and chaincode: Smart contract 
contains the business logic and executes upon ledger 
to read and write data[30]. The related smart contracts 
are packaged before they are deployed to the 
blockchain network. Packaged smart contracts are 
known as chaincode. Chaincode is installed on peers 
and invoked by the client application through HF 
Software Development Kit (SDK). When a smart 
contract generates a transaction, the endorsement 
policy associated with the chaincode defines which 
members should approve the transaction against its 
validity. When the transaction is signed by a required 
number of members, the transaction is indicated as 
valid or invalid. Then that information is added to the 
distributed ledger. But only valid transactions are 
updated to the world state which represents the current 
state of the latest transactions. To be able to execute 
efficient queries word state supports state databases, 
level DB, and CouchDB [31]. 

9) Ledger: In HF network ledger can be identified intwo 
pieces i.e. the blockchain immutable ledger with all 
history of transactions distributed in the peers and 
world state with the current value [31].  

10) Policies: Policies make HF distinguished from other 
networks. Unlike the other blockchain platforms, HF 
cannot use any node to validate the transaction. “Who 
is going to do what” can be clearly defined as a set of 
rules [32]. Policies containing those rules are stored in 
a configuration file. So access to the resources within 

the network is restricted and only permissioned ones 
can access them. Policies can be defined before the 
network is launched or at the time the network is 
functioning. So those are implemented in different 
levels of the HF network. Policies in the system 
channel configuration govern the consensus used by 
the ordering service and which members are allowed 
to create new channels. Policies in the application 
channel configuration govern which members are 
allowed to join the channel and which members can 
approve the chaincode to be committed to the channel. 
Policies defined in Access Control Lists (ACLs) refer 
to policies defined in an application channel 
configuration and extended to control additional 
resources. Smart contract endorsement policies define 
how many peers need to execute and validate a 
transaction against a given smart contract [33]. So the 
default policies in the HF at its network first stage can 
be overridden at any time according to the business 
requirement and provide governance over the privacy. 
 
As a summation to all these, since the HF network is 

highly configurable it allows any component to act in a 
pluggable manner. Also, with proper endorsement policies, 
data can be shared within the network on a need-to-know 
basis [19]. As of this modular architecture, anyone can 
design their network in high-performance, scalable, and 
confidential ways [34]. More importantly, in the HF 
network trust is not dependent only on its immutable 
ledger., Since the well-identified participants are engaging 
all the time, more trust can be ensured and any fraud can be 
easily identified which prevents them from tampering the 
data. 

III. ISSUES IN SRI LANKAN FOOD SUPPLY CHAINS 

FSC in SL is mainly built on farmers, wholesalers, 
transporters, retailers, and end consumers. Normally 
wholesalers buy crops from the farmers. Then wholesalers 
use transporters or their own transportation to receive 
goods.  Retailers buy crops from wholesalers or directly 
from farmers and then go to the end consumer. Most of the 
time this supply chain takes place based on everyone’s 
knowledge and experience. The educated people are not 
involved in this supply chain process and hence a lot of 
misbehavior can occur in various stages of FSC [35]. 

Fig.1 displays the exact problem of the current supply 
chain. Red lines indicate how intermediate parties directly 
involve farmers and it will indirectly affect the 
synchronized supply chain process. Green lines display the 
ideal flow and still isolated educated resources, and 
regulatory bodies are not involved. 

 
 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Sri Lanka supply chain in high-level 
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In SL most of the farmers cultivate any crop according 
to the current trend and they do not foresee the future 
demand. Many of them count on facts like how the fellow 
farmers made profit during the past and tend to cultivate the 
same crop. During the harvest season, it will result in the 
same product being so abundant in the market and demand 
gets lower. According to the equilibrium theory in 
economics, when the price is high, the supply increases and 
it lowers the demand and ends up with a low price. The 
same theory is applicable here and farmers get low profit 
and their motivation to sell their harvest is also lowered 
[36]. With this disappointment, they sometimes destroy 
their harvest. Sometimes farmers tend to commit suicide 
due to debt [37]. Not only does it cause huge food wastage 
in the country, but that causes economic loss too. Further 
in parallel to growing crops, supplying fertilizers, 
insecticides, pesticides and herbicides are also important. If 
it is not received on time farmers suffer low harvest. 
Although they receive those, there can be a lack of 
knowledge on how to use them properly. Such activities 
often engage with the help of oral knowledge. Although 
there are many regulatory bodies established in SL to help 
farmers, because of the lack of communication, this 
knowledge transfer does not properly happen. All of these 
factors contribute to a lower yield than what they are able 
to obtain. So, the wholesalers will not be able to fulfill the 
required demand. In this situation, wholesalers will search 
for alternative solutions and will end up finding low-quality 
crops. Farmers also suffer from less ROI (Return on 
Investment). 

As per the study, most of the food supply chains in SL 
have no proper methodology, and instead, it is a kind of ad-
hoc process [35].  Many problems in the process take place 
post-harvest [36] [38]–[43]. Especially when loading and 
unloading harvest there is no defined process to check how 
the quality of such work is carried out. Overloading the 
sacks of crops and sometimes throwing the sacks into the 
vehicle without properly stocking, usually occur. This 
entire food transportation is not properly monitored and 
regulated. So much food loss and wastage happens during 
transportation [36] [38] [40] [43]. This causes not only food 
wastage but also food safety is at risk. Raw food such as 
vegetables and fruits are perishable, and the shelf life is 
severely reduced. Customers have to buy poor-quality food 
with lower nutritional value. Sometimes customers are 
even tempted to throw them away once they bring them 
home. When this happens in many homes, there is a huge 
food wastage in the country. It is a pity that when a 
significant number of people in the country are starving, 
they are not able to utilize the product for other reasons. 
So, there is a need for a supply chain eco system to 
minimize the food (mainly crops) wastage by improving 
the quality of it. The solution for this issue should come as 
a global solution and should involve each minor party who 
is directly or indirectly involved with the FSC. Also, there 
should be strong technological solutions where 
transparency, trustworthiness, immutability, and privacy 
are major concerns [3] [5]. 

IV. SOLUTION OVERVIEW 

This solution is guided by the Design Science 
Research (DSR) methodology to take the various decisions 
over the designed artifact, HF based FSC which is used by 
the context of farmers, wholesalers, transporters, retailers, 

and regulators. When considering the relevance of the 
solution some of the technical barriers were identified in 
between context and the design and those were overcome 
based on the output obtained from the literature review. So 
the following solution demonstrates in detail how farmers, 
wholesalers, transporters, retailers, and regulators are 
successfully joined to the HF upon an invitation from the 
network initiator. Later it presents how more parties like 
knowledgeable persons, fertilizer, or chemical suppliers are 
also included in this FSC.  

The diagram in Fig.2 explains the basic structure of the 
HF-based blockchain network for the food crops supply 
chain. Six organizations are identified as main contributors, 
and channels are identified based on the data privacy 
requirement on the organizations. Five main applications 
are identified to support end-users to interact with the 
network. Four smart contracts are deployed to support 
storing private data separately and one contract is used to 
handle common queries required for all the nodes. Seven 
separate ledgers are used to maintain private data and it is 
bound with peers connected with the channels. When the 
number of components increases, complexity will be added 
to the design. But once the network is consistent there is no 
development complexity as HF provides pluggable 
modules in a configurable manner.  

A. Organizations 

Followings are the main organizations in this design. 

● Farmer – Grows the crops. 

● Wholesaler 1 – Buys crops from the farmer. 

● Wholesaler 2 – Buys crops from the farmer. 

● Transporter – Transport crops between locations 

● Retailer – Buys crops from wholesalers. 

● Regulator – Controls the quality of other 
organizations and provides quality certificates. 

B. Chaincode 

The followings explain details of the chain codes. 

● Price and private data negotiation between farmer 
and wholesaler. 

● Price and private data negotiation between 
wholesaler and transporter 

● Price and private data negotiation between 
wholesaler and Retailer. 

● Crop transferring 

1) First smart contract (S1): Following common 
functions will be available for seven organizations on 
smart contract 1. 

a) Farmer: Access to the following functions. 

● Record Crop 

● Query Demand 

● Update Demand 

● Update Price
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Fig. 2. HF based blockchain network for crops supply chain

b) Wholesaler: Access to the following functions. 

● Record Demand 

● Buy Crop 

● Update Demand 

● Query Crop 

● Pay Transport 

c) Transporter: Access to the following functions 

● Query Transport 

● Record Transport 

● Update Transport 

● Pickup Demand 

d) Retailer: Access to the following functions. 

● Buy Crops 

● Mark Purchase 

● Query Crops 

e) Regulator: Access to the following functions. 

● Query Farmers 

● Query Wholesalers 

● Query Transporters 

● Query All Crops 

2) Second smart contract (S2): Mark price and private 
data between farmer and wholesaler. 

3) Third smart contract (S3):  Mark price and private data 
between wholesaler and transporter. 

4) Fourth smart contract (S4): Mark price and private 
data between wholesaler and retailer. 

C. Channels 

● Channel 1 – Price and private data negotiation 
between farmer and wholesaler 1. 

● Channel 2 – Price and private data negotiation 
between farmer and wholesaler 2. 

● Channel 3 – Price and private data negotiation 
between wholesaler 1 and transporter. 

● Channel 4 – Price and private data negotiation 
between wholesaler 1 and retailer. 

● Channel 5 – Price and private data negotiation 
between wholesaler 2 and transporter. 

● Channel 6 – Price and private data negotiation 
between wholesaler 2 and retailer. 

● Channel 7 – Crop transfer. 

D. Applications 

● Farmer application – Farmer will use this to 
execute the function defined above. 

● Wholesaler application – Wholesaler will use to 
execute functions defined above. 

● Transporter application – Transporter will use to 
execute functions defined above. 

● Regulator application – Regulator will use to 
execute functions defined in above 

● Retailer application – Retailer will use to execute 
function defined in above. 

E. Ledgers 

There are six ledgers defined in the solution and peers in 
each organization will use ledgers as follows. 

1) L1: This ledger maintains data private to the 
farmer and wholesaler  1 

2) L2: This ledger maintains data private to farmer 
and wholesaler  2 

3) L3: This ledger maintains data private to 
wholesaler  1 and transporter 

4) L4: This ledger maintains data private to 
wholesaler  1 and retailer 

5) L5: This ledger maintains data private to 
wholesaler  2 and transporter 

6) L6: This ledger maintains data private to 
wholesaler  2 and retailer. 
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F. Example Message Sequence 

1) Step: Farmer records crop (the available harvested 
stock) using farmer app. 

2) Step: Farmer updates different prices for 
wholesaler  1 and wholesaler  2. 

3) Step: Wholesaler 1 buy the crop from the farmer 

4) Step: System update crop as bought, price and 
make available for transporters. 

5) Step: Transporter picks the demand and delivers 
the crop into location. 

6) Step: Transporter updates the demand and marks 
the price in the ledger. 

7) Step: Regulator is doing continuous monitoring 
and removes Transporter or wholesaler from the 
network if any misbehavior has taken place. 

G. Implementation 

This design involves other key components in HF such 
as MSP, Order Service, Policies, CA, etc. For 
implementation of this solution, a network configuration 
file (NCF) is created after identifying the network initiator. 
In this design, it is the regulator. NCF contains channel 
configurations, policies, chaincode details, peer details, etc. 
So once successfully implemented the solution needs to be 
tested properly to identify performance and functional 
errors. Based on the performance test result implementation 
can be considered to fine-tune the number of channels and 
maintain private data collections which minimize the 
overhead of channel administration and provide commit 
and query private data without having to create separate 
channels. 

This solution is to involve more organizations who are 
indirectly involved with this supply chain. Such as fertilizer 
suppliers, agriculture instructors, field officers (Fig.3 
below). Further, this solution can be enhanced by 
implementing a loyalty platform where organizations can 
give feedback to each other, and with the transparency and 
immutability of HF each can get quality of works and goods 
provided.  

 

Fig. 3. Network contributors (Organizations) to enhance the solution 

Another important factor is to enable an alerting 
system so that everyone will get alerts on various stages of 
the supply chain and it will help organizations give prompt 
responses rather than waiting till the last minute. 

V. RESULT AND DISCUSSION 

This section discusses how the above solution 
benefited to reduce food wastage and improve food quality 
in SL. This is a very powerful solution to align all the ad-
hoc processes, entities in a very disciplined manner and 
build consumer trustworthiness while it supports saving 
food and reducing hunger. 

A. Responsibility of the regulator 

DLT platforms are primarily based on the feature of no 
central governance. HF also adopts that feature while 
allowing privacy over the data among the group of parties. 
All data visibility can be retained, only within certain 
groups, if desired. So, it would be good to have some 
common party who can track the activities of others to 
some extent. The regulator is the one who can perform such 
monitoring over the entire network. If the regulator is a 
representative of the government, it can be ensured whether 
the rules defined by the government are followed in this 
FSC. They can identify if something goes wrong within a 
channel or a PDC and take action against it. For example, 
if a transporter uploads a nice photo of transporting food 
even if it was improperly packed it can be notified by the 
farmer or the person accepting the transportation. Then 
they can add their comment or complaint to the system.  
Then the regulator can view those and warn the transporter. 
If it continuously happens from the same party, the 
regulator can remove them from the network. Regulators 
can also issue certifications to the involved parties 
throughout the chain which will be visible to others. It 
provides an extra layer of trust other than the built-in trust 
we can get with HF. When actors of the FSC are getting 
certified, it will cause the system to be more robust and 
food quality also improves, also, reduces food wastage. 

B. Farmer to wholesaler transaction 

Farmers are the most valuable entity in this chain, the 
starting point would always be farmers. Once they join this 
network they have two options to start farming. The first 
option is, they can choose their own crop to grow and 
update the network with the same information. Another 
option is they can check the demand in the network and 
start growing crops by accepting the demand. 

In option one, once a farmer marks that he is starting 
cultivation it will be visible to all parties in the network. So 
that agricultural instructors and fertilizers, insecticides, 
pesticides providers are notified by the network and they 
can start to provide required knowledge and supply 
required items on time till the farmer finishes growing 
crops. So, these organizations also need to update the 
network with information including images and details of 
provided fertilizers, etc. So this information is visible to 
everyone and no one can alter them due to immutability in 
blockchain technology. Regulators can do continuous 
monitoring to maintain the quality of the cultivating 
process. By working with the HF network in this way it can 
reduce a lot of issues farmers are facing in traditional 
harvesting which results in minimizing food crops wastage 
and improving the quality of the same. 

In the second option, everything is similar, other than 
the farmer starts cultivation once the farmer accepts the 
already created demand by the wholesaler. Since all the 
farmers and wholesalers are connected with the network 
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and because of the permissioned feature in HF-based 
blockchains, wholesalers will be able to provide demand to 
farmers in private channels at an agreed price. In this 
scenario, there is no visibility for other farmers and 
wholesalers about this transaction, but regulators, 
agricultural instructors, and other raw material providers 
will have visibility about the transaction but not the prices 
and private data. That is the capability of a well-designed 
HF-based FSC network. Anyhow in both options 
wholesalers will have well-managed high-quality crops to 
provide transporters and then retailers. 

The diagram in Fig.4 explains a summary of what was 
discussed in option one above. 
 

 

Fig. 4. Farmer to wholasaler transaction flow works in HF network 

As per the diagram in Fig.4 farmers will have quality 
crops to sell to wholesalers who have already agreed on the 
price. But there can be two problematic situations where 
farmers will not be able to provide mentioned crops and 
wholesalers will not be able to buy the agreed crops. So, in 
both scenarios, the network can help to resolve this issue. 
Wholesalers can open the crop for another wholesaler who 
already joined the network. Farmers also can search for 
other farmers who are having similar crops and seeking to 
sell. So, the network itself connects each other to fulfill 
everyone's requirements. On the other hand, regulators can 
either remove such organizations from the network or give 
warnings if any repeated problematic situations occurr. 

C. Wholesaler to transporter transaction 

This section discusses how the wholesaler and 
transporter are involved with the network to maintain the 
same quality maintained by farmers and wholesalers to 
reduce food crops wastage. Once the wholesaler is ready 
with the crops, the system is updated with the same 
information, and transporters are alerted. In this case, the 
wholesaler will have a choice to update a particular 
transporter in a private channel or visible the transaction to 
the entire transporter network. But in any case, the 
regulator is notified with transaction information except 
prices and private data. Then the most important part is how 
the transporter packs, loads and unloads the crops. 
Transportation plays a crucial role in maintaining crop 
quality and freshness as much as possible. So, regulators 
need to play a vital role here because transportation needs 
to be closely monitored. So, the transporter's responsibility 
is to update the network with how they pack the crops and 
load the crops into vehicles. In this case images and videos, 
evidence is mandatory to update the system with 
geolocation tags. The regulator’s responsibility is to 
remove transporters who are not following standards or not 

providing evidence to the system. Because of the 
immutability of HF-based networks, this information 
cannot be altered and that will build trust among the 
network members. On the other hand, transporters try to do 
their best to maintain the quality of transportation, 
otherwise, the organization's reputation gets damaged since 
it will be visible to the other parties on the network 
(transparency). Once transportation quality is maintained 
food crops' quality will not be damaged till it is provided to 
the wholesaler’s storage location or retailer and food 
wastage will be minimum when considering traditional 
food transportations where sacks are not properly packed 
and loaded while in transition. The diagram in Fig.5 
demonstrates the summary of this. 

 

Fig. 5. Wholesaler to transporter transaction flow works in HF network. 

D. Transporter to retailer and consumer transaction 

Though the network controls food wastage up to 
transportation, there can be various reasons that food gets 
wasted due to various reasons such as poor storage and poor 
maintenance from the retailer end. If the Retailer did not 
receive the crops in good condition, they can update the 
network with status which will notify other members in the 
network. Because of that transparency, transporters will be 
careful on handling crops. Retailers need to update the 
network with how they keep crops in the market and these 
updates need to be monitored by regulators to identify 
unhealthy processes to reduce food wastage and increase 
consumer satisfaction. They also can remove retailers from 
the network if they are not doing a good job. The diagram 
in Fig.6 demonstrates the summary discussed above. 

 

Fig. 6. Transporter to retailer and consumer transaction flow works in 

HF network. 
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E. Practical challenges 

As crops are grown seasonally, there can be significant 
time gaps between supply and demand, which can lead to 
changes in market demand, making it difficult to enter into 
long-term contracts, and so on. As the number of farmers 
and wholesalers connected to the system increases, those 
factors may change further. Farmers and wholesalers can 
then identify their behavior patterns as they mature from 
the system and adjust their trade. Such factors can be 
further evaluated once the system is used inthe particular 
context. 

Another challenge that might be faced when a 
technical solution to a problem is introduced to the non-
technical people is, how far they will accept that. The 
protagonist here is the farmer who may deviate from that 
technical acceptance. Farmers rely more on traditional 
methods especially in developing countries [44]. So, the 
farmers are provided a simple mobile application with a 
user-friendly interface while hiding the technical 
complexity. Although, in the initial stage there can be little 
denials, once the farmers or other participants identify how 
far they can get benefitted, the same will attract them 
towards this solution. Especially when it comes to farmers, 
very few people in countries like SL ever think of becoming 
farmers because of the uncertainties associated with it. 
Most people want to do a professional job. But nowadays 
those of the younger generation are the ones who use 
smartphones. Therefore, when technology is involved in 
traditional farming, they may also be interested in it. There 
may be some similarities, but the behavior of farmers can 
vary according to their country. Therefore, a country-based 
survey can be conducted for the technical recognition of 
non-technical individuals and the results can be used to 
improve the solution.  

The practical implementation of this research can be 
further evaluated using qualitative and quantitative 
methods and enhance the HF based FSC towards the 
maximum reduction of food wastage in SL. Eventually, 
consumers can be satisfied with quality crops which came 
through a process where transparency, trustworthiness, and 
immutability played a major role. 

VI. CONCLUSION 

 There is a lot of research and implementation based on how 
to use DLT in FSC. Though this has great value, still 
organizations are having a low tendency to join with such 
chain networks. This is mainly due to transparency where 
all the network members will have visibility on each one’s 
data. But HF is playing a vital role to break that concept 
where organizations can make private channels to hide data 
when they need privacy. At first glance, the HF architecture 
looks complex as a lot of components are associated with 
it. Once the components are properly identified, wecan 
easily handle an HF network the way we want. According 
to this study, various parties can join the HF-based FSC and 
it presents how to actively contribute to minimizing food 
crop wastage while maintaining the privacy they want. 
Though there are a lot of discussions on DTL-based FSC 
none of them have focused on reducing food crops wastage 
while keeping data privacy in each party. Throughout this 
research, we focused on how everyone can contribute to 
reducing food crops wastage on FSC after analyzing the 
current ad-hoc process in SL, how the crops come from 
farmers to end consumers. Also, literature on HF 

technology is well supported to resolve practical problems 
that arise while implementing such FSC. Not only inSL if 
any country is having such an ad-hoc supply chain, from 
farmers to consumers, they can use this analysis to support 
the development of HF-based FSC to reduce food wastage 
and finally reduce world hunger. 
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Abstract - The principal agent problem revolves around 

the competing interest between shareholders and the 
employees. The organization focus is on maximizing 
shareholder wealth, while employees try to obtain the 
maximum benefits for themselves. As per the motivational 
theories, people have different types of needs. Therefore, 
management should focus on a wide range of factors to 
motivate the employees to work to their full potential in the 
interest of the organization. The study focuses on both 
employee and the management of a state bank. The 
organization is always eager to minimize the cost and 
maximize the profit. Game Theory was used to provide a 
mathematical framework for understanding the optimal 
outcome and what the tradeoffs are to achieve that outcome. 
The objective is to find the right balance between financial 
gains and employee satisfaction. To fulfill that objective, one 
needs to evaluate the benefits given to employees, the 
effectiveness of those benefits on employees and finally 
recommend an effective benefits allocation mix to the 
organization, which will address both employee and the top 
management of the bank.  

Keywords - employee satisfaction, Game Theory, 
optimization 

I. INTRODUCTION 

In any business organization, there are two parties. 
The main party is the stake holders or the management, 
the second party is the employees or the workers. 
Management always looks at the business by their 
perspective, which is to maximize their profit and be the 
market leader. The employees desire also same which is 
to be the leader of the market and elevate their 
workplace brand at the top. But their main target is to 
upgrade their financial stability. 

Therefore, the employee’s perspective their 
ambition is to elevate the earnings, if the management 
fulfill their targets, then the employees are eventually 
motivated to work effectively and efficiently. If the 
earnings are increased, it will be a cost to the 
organization and it will affect to the profit of the 
organization as well. Therefore, the organizations are 
always focusing on the variable earnings than the fixed 
income such as salaries of the employees, to elevate if 
the targets are achieved. Then the organization can 
survive in the market easily.  

Many business entities as well as sate banks, the 
allowances provided are not effective and attractive to 
employees. From an employee perspective, it is not 
properly allocated.  Therefore, most of the employees 
are working to get their salary and attend to other 
additional jobs to fulfill their financial requirements. If 

this scenario continues, it is difficult to cater to the 
customers to fulfill their satisfaction because employees 
are not focusing on customer expectations but intend to 
achieve their personal targets in financial benefits. But 
most of the private institutions and banks have 
recognized and resolved their employees' non-salary 
benefits and allowances by allocating the funds 
effectively. Therefore, the employees of private banks 
are willing to give the maximum output to the 
organization and get the maximum benefits from the 
employer. Eventually, compare to state banks the 
growth rate and the services are higher in these banks or 
institutions [1].  Because of the government security and 
the deposits of the government institutions are hold by 
the state banks. Therefore, the brand value and the 
profitability are high in these institutions [2]. To achieve 
the targets, state banks need to motivate the employees 
to fulfill the required expectations.  In Maslow's 
hierarchy of needs, a theory of motivation, states that 
five categories of human needs dictate an individual’s 
behavior. Those needs are physiological needs, safety 
needs, love and belonging needs, esteem needs, and 
self-actualization needs. The theory explains what is 
important to fulfill the needs in each level of a human 
being. According to the theory, each banker has already 
achieved the first need out of five. That is physiological 
needs. Therefore, the bankers are always focusing on the 
second stage which is safety needs. At this stage, 
Maslow clearly mentioned that emotional security, 
financial security (e.g. employment, social welfare), law 
and order, freedom from fear, social stability, property, 
health and wellbeing are to be satisfied [3]. Therefore, 
many employees in state banks are considering the 
safety needs or financial security in this stage. 

Therefore, the financial benefits should be 
rescheduled according to the set goals and requirements 
of the bank while fulfilling the present requirements of 
the employees for their hard work as a reward system. 
Therefore, it is needed to observe that the allowances of 
the state banks, provided to elevate the effectiveness and 
the quality of the work. Hence, it is a suitable time for 
state banks to revise their allowances for employees and 
to introduce new allowances to satisfy the employees 
and get the maximum output of them to increase the 
profit of the bank while having a good balance between 
minimum cost and maximum benefit [4].  The 
requirements of the employer and the employee are 
contradictory to one another. Because if the employer 
allocates more money for the employee, the profitability 
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will be decreased and if the employees are not satisfied 
with the payments for their hard work, then they are not 
motivated to work more and that will have an adverse 
effect on bank performance. 

Therefore, the authors assume that this could be a 
game between two players who try to maximize their 
profit or financial benefits while the opponent try to 
minimize the loss or cost to the bank. This problem can 
be defined as a game between the employer and the 
employee. If an employee tries to maximize its profits 
by limiting the allowances and financial benefits to its 
employees, the limiting amount would be the maximum 
gain to the employer as well as minimum loss to the 
employee [5]. 

Therefore, it can be defined as game between 
employer and employee. Application of Game Theory 
would be the appropriate technique to solve this issue 
and this game can be defined as Zero-sum game 
between those two. Here the authors carefully assume 
that the loss of one party is similar to the gain of the 
other party. The authors have recognized the critical 
allowances to upgrade the profitability and employee 
satisfaction in the organization and introduced the best 
model by using Game Theory to find the effectiveness 
of these benefits.  

II. LITERATURE  REVIEW 

The article “Burnout and customer satisfaction” 
discussed about the service provider’s dissatisfaction 
should be taken in to consideration for the success of the 
organization. This is because it connects to the most 
important outcome for the organization which is 
customer satisfaction. Considering the results of this 
research, shows there is a positive correlation between 
service provider’s service and customer satisfaction [6]. 
There should also be empowerment in the employees 
who serve the customers. 

The empowerment can be done in many steps. 
Providing a high salary is one method but there are many 
other ways than increasing salary. The organization can 
provide training programs. The empowerment of the 
employees can mitigate the problems coming in day-to-day 
activities. Also, by satisfying the employees, lead them to 
serve their customers pleasantly. Before implementing the 
empowerment programmes, the organization should look 
at how the employees are satisfied. This article explains 
that the over empowerment of employees also affects badly 
in treating customers because if more power comes to the 
employees that they may reject the customers and they treat 
some selected customers only [7]. 

The game theory was used to find the corruption 
survey. The theory is performed an ineffective manner to 
find the best solution and make the decision on which the 
corrupt people react. This is based on the bribery 
commission and the company. They tried to find the 
corrupted people by giving some questions and collecting 
the responses. It is a simple model which is presented that 
bribery might be the dominant strategy. This is the same 
approach as a prisoner’s dilemma type of situation. In game 
theory, it is difficult to predict the winning party, but this 
has taken various parameters like legal remedies. This 
paper then reviews the principal general equilibrium effects 
and concludes that they are negatively effect on economic 
development [8]. 

The article described how the private and the public 
transportation systems mitigated their risk factor by using 
the game theory. This game also has the options for the 
private sector to make the decision. The public sector has 
introduced some strategies. By considering those strategies 
and the payoff values, it can be seen that the authors had 
made an assumption that the priority will be given to player 
2 and as a result of that, the payoff values have been taken 
according to the consideration of the private sector. 
Therefore, in this game, it can be seen that the negotiation 
can be made, and the real values must be presented to 
another party [9]. 

The author has introduced a mathematical model to 
look at the teams and select players. The author used the 
game theory for those findings. He has taken every player’s 
salary or allowance for each league as payoff values and 
found the most suitable player for each club. Also, it is 
mentioned that the authors have made some realistic 
assumptions to address the limitations in the practical world 
to incorporate them to the objective in the model [10]. 

III. MODEL DEVELOPMENT 

The model development of game theory in the 
proposed system is on the satisfaction of the employees 
for the allowances providing the employer get the 
maximum gain for the financial benefits given to 
employees for a minimum cost. To fulfill the objective, 
it is being prepared a set of questions for the employees, 
and evaluated their preference in Likert scale. The 
questions have been made referring to the non-salary 
benefit circulars and that would directly affect the 
reliability of the research. As player 1, the banks will 
introduce many allowances to satisfy the employees.  
But only the main benefits have been taken as player 1 
strategies, because other benefits are claimed by some 
groups. Satisfaction is a mental process, but in this case, 
the employee should scientifically argue with 
themselves to find the best allowance mix that they 
should utilize.  

It has been taken only the allowances which have 
been allocated to the officer grades and above 
employees. The minor staff has been omitted as they get 
only the OT allowances. The allowances allocated to 
officer grades are directly affected to the bank’s 
profitability. They are medical allowance, difficult 
station, key holding, disturbance and cash loading are 
some of them considered in this research. Those 
allowances are considered as different strategies (Str) 
proposed by the player or management of the bank.   

 
TABLE I: PAYOFF TABLE FOR PLAYER VS OPPONENT 

 

 

 
Opponent 

Str 1 Str 2 Str 3 

P
la

y
er

 

Str 01 a11 a12 a13 

Str 02 a21 a22 a23 

Str 03 a31 a32 a33 

Str 04 a41 a42 a43 
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The summary of these can be incorporated into a cross-
tabulation table as shown above.  The main assumption in 
this methodology is that the game between the employees 
and employers is considered as a zero-sum game. The 
benefit that player 1 gets is equal to the loss of the 
opponent. In another way that the benefit that the 
management of the bank or the employer earn is equivalent 
to the loss of the employee. The value is measured in a 
Likert scale and weights are given according to that.  

Assumed that there are no saddle points in this game. 
Therefore, in the long-run decision was mixed and used the 
mixed strategy to find the ultimate optimal value of the 
game. 
 

Assume that the probability of the strategies are P1 ,P2, 
P3….,Pn 

Where Ʃ Pi= 1  

Assume that the optimal value of the game is  V 

Therefore, the above problem could be developed as a 
linear programming problem as follows,   

Obj Max V  

a11 P1 + a21 P2 + a31 P3 + a41 P4 +a51 P5 ≥ V  

a12 P1 + a22 P2 + a32 P3 + a42 P4 +a52P5 ≥ V 

a13 P1 + a23 P2 + a33 P3 + a43 P4 +a53 P5 ≥ V  

a14 P1 + a24 P2 + a34 P3 + a44 P4 +a54 P5 ≥ V  

a15 P1 + a25 P2 + a35 P3 + a45 P4 +a55 P5 ≥ V  

P1 + P2 + P3 + P4 + P5                                              = 1,          

Pi ≥ 0  

V value can be found in Linear Programming. 
Therefore, values for P1 ,P2, P3 , P4 & P5 can be found 
values.  

 
TABLE II: PAYOFF VALUE FOR DIFFERENT STRATEGIES 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. DATA ANALYSIS AND PRESENTATION 

The proposed model was validated from the data 
collected from the employees and employers of a state 
bank. According to the output values obtained after 

running the model in MS Excel Solver using actual data 
as well as simulated data, it can be seen that, there is no 
pure solution for this game as expected. Therefore, it has 
been taken the “Minimax” and “Maximin” principles to 
fulfill the objectives. 

Raw Min, Value = {112, 102, 24, 91, 37} 

 Max = 112 

Column Max, Value = {123, 214, 309, 632, 90} 

 Out of that the Min = 123 

Therefore,  

 Maximin Value ≠ Minimax Value  

It indicates that there is no saddle point, and the value 
of the game lies between 112 and 123. To find the effective 
way to allocate funds among these benefits, it is needed to 
assign the probabilities for that. Therefore, Linear 
Programming technique has been used to solve the 
problem. 

Expected Payoff for Player 01, When Player 02 or 
opponent choose, Strongly Disagree (SD), Disagree (D), 
neither agree nor disagree (AD), Agree (A), Strongly 
Agree (SA) under different strategies as shown in Table 
II. 

Objective Functions: Max V 

 123 P1 + 102 P2 + 24 P3 + 91 P4 + 37 P5   ≥  V  (1) 

166P1 + 214P2 + 60P3 + 176 P4 + 118P5   ≥  V (2) 

306P1 + 156P2 + 309P3 + 189 P4 + 186P5   ≥  V (3) 

112P1 + 368P2 + 632P3 + 296 P4 + 568P5   ≥  V (4) 

210P1 + 125P2 + 315P3 + 310 P4 + 390P5   ≥  V (5) 

Assume that the minimum value of game = V 

And, V> 0 

Subject to,  P1+ P2 +  P3 +P4 +  P5   = 1 

Expected pay-off equations in the model, 

1. Expected Payoff for Player 01, When Player 02 
Choose, Strongly Disagree (SD) 

2. Expected Payoff for Player 01, When Player 02 
Choose, Disagree (D) 

3. Expected Payoff for Player 01, When Player 02 
Choose, neither agree nor disagree (AD) 

4. Expected Payoff for Player 01, When Player 02 
Choose, Agree (A), 

5. Expected Payoff for Player 01, When Player 02  
 Choose, Strongly Agree (SA), 

The above linear programming problem was solved 
using MS Excel Solver and obtained the following output 
table. 

By considering the above MS Excel Solver output 
spread sheet, the value of the game is 122.166. Further, the 
probabilities of the decision 1 or the strategy 1 is 96.03% 
and decision 2 is 3.97% in the long run to achieve the 
maximum benefit of the game to player 1 or to the 
management of the bank. 
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Medical 

Allowance (P1) 
123 166 306 112 210 112 

Difficult 

Station (P2) 
102 214 156 368 125 102 

Key Holding 

(P3) 
24 60 309 632 315 24 

Disturbance 

(P4) 
91 176 189 296 310 91 

Cash loading 

(P5) 
37 118 186 568 390 37 

Max 123 214 309 632 390 
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Fig. 1. MS excel solver output spread sheet 

 

Ninety six percent of the total allowance should be 
spent on employee medical scheme and 3.97% to difficult 
station or for servicing in remote less privileged area. This 
would satisfy the employees while getting the best benefit 
to the organization. P1=96.03% and P2 is 3.97 % and all 
other values of Pi are equal to zero. 

V. CONCLUSION AND RECOMMENDATIONS  

According to the P1 value obtained, it is evident that 
the medical allowance is the most important allowance 
among the others. The value of P1 is 96.03%. This is 
because most of the employees are utilizing this 
allowance. The effectiveness is very high. Medical 
allowances are given to the employees as well as to their 
families. Most of the employees are satisfied and happy 
to receive the medical allowances as it covers the 
medical expenses of the whole family. This will be a big 
benefit to the employees from their savings. Therefore, 
according to the management of the bank and 
employee’s perspectives, this may fulfill both player’s 
and the opponent expectations. 

According to the output table, the value of P2 is 
3.97%. Therefore, it is a prudent decision to allocate 
3.97% of the allowances to the difficult station or 
working for rural areas or outstations allowances. The 
obtained output result for P2 reflects the actual scenario. 
Since this research was carried during the epidemic 
lockdown period, most of the employees are not willing 
to go to outstation areas and work, because of the 
uncertainty of the lockdowns of the country. Therefore, 
if the bank increases this allowance that would be useful 
for both employees and the banks, especially during the 
lockdown period. This will fulfil the requirements of the 
bank to give a similar service to the customers in out 
station while rewarding the few employees still wish to 
render their services in outstations. 

 It is evident that P3 to P5 values, are equal to 0% out 
of the total allowance which is not popular among the 
bank employees. Therefore, by referring to the value it 
can be justified as this type of allowance may disappoint 
some employees. For an example strategy 3, allowance 
could be utilized only one employee at once. Then the 
others cannot utilize this allowance as only one person 
is allocated. However, this is an additional allowance 

which every employee prefers to get. However only one 
or maximum two employees will be appointed, and the 
rest of the members cannot claim that allowance. 
Therefore, majorities of employees were not satisfied 
with the P3 or 3rd strategy that the bank offers. Therefore, 
by introducing this strategy the satisfaction of the 
majorities of the employees will be very less 

The strategy 4 allowance, P4 value is also 0%, as 
there is not much benefit to the majorities of employees. 
This disturbance allowances rewards the employees 
who report to work by 6: 30am. Most of the male 
employees in the bank are between 30-50 years of age 
who are having school-age children. This segment of 
employees prefers to report to work after dropping their 
kids to school. However, a few male employees are 
willing to come to work early morning to get the benefit 
of disturbance allowance. Because they like to come in 
the early morning, fulfill their daily target easily and 
return home early in the evening to engage in some extra 
earnings through some other external sources.  Further, 
around 65% of the bank employees are females. Due to 
the issues related to domestic and family affairs, most of 
the female employees preferred to wok from 8am and 
they will not be benefited by having the 4th allowance. 
Further most of the ladies uses office transport services 
which arrives to their banks at 8am.  This is another 
reason for the unpopularity of this allowance.  
Therefore, the bank should seriously reconsider this 
allowance and review it to make this allowance a very 
effective and worthy one.  

Further the strategy 5 or the value of P5  is also 0% 
out of total allowance. Which indicates that the 
popularity of this allowance is also not significant. This 
reflects the reality in the practical world.  If needed, 
most the officers can load a small amount of cash and 
they can frequently go out for loading purpose and claim 
this allowance many times a day. Then it is a 
meaningless and additional cost and a burden to the 
bank. The Game theory application will provide us the 
best value to allocate many funds on a fair basis, which 
brings benefits to the player as well as to the opponent. 
This allowance is a very common allowance in the 
banking industry and all the employees including minor 
staff can claim this type of allowance. In addition, the 
officers, clerical grade employees, and the minor staff 
members are eligible for this allowance due to the less 
risk. The riskiest part and the responsibility of this cash 
loading activity is borne by the security department and 
the transport department. In addition, this allowance can 
be claimed by both male and female employees, as this 
transaction is done during office hours, and anyone can 
attend for this task without doing overtime work. 
However, the researchers noted that this allowance is 
not that popular among staff grade employees as only 
assigned people can claim these allowances and only a 
limited number of employees privileged to get the 
benefit but not all staff grade employees.   

However, considering the bank’s perspective as 
well as the majorities of the employees, the state bank 
should revise their employee benefits to enhance the 
satisfaction on their staff grade employees by 
introducing appropriate financial benefits and 
allowances through various attractive schemes which 
brings benefit to both employer and employees.  
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Therefore, the suggested model can be employed to 
bring right balance between financial benefits and 
employee satisfaction not only to the above-mentioned 
state bank but also to other private banks and other 
organizations. 
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Abstract - Climate variability in recent years has critically 

affected the usual aspects of human lives, where the 
agriculture sector can be considered as one of the most 
vulnerable. Sri Lanka is also facing these climate changes over 
the past few decades. It has resulted in rainfall pattern 
changes where the expected rain may not occur during the 
expected time and amount. The mismatch between the rainfall 
pattern and traditional seasonal cultivation schedule has 
critically affected the agricultural sustainability. Even with 
the current technological advancements, weather prediction 
is one of the most technically and scientifically challenging 
tasks. This paper presents a novel machine learning-based 
approach for predicting rainfall for precision agriculture in 
Sri Lanka and it can be recognized as the first attempt to 
validate machine learning models to predict the weather in Sri 
Lankan context for precision agriculture. By analyzing the 
nature of the weather in Sri Lanka, the relationship of 
weather attributes with agriculture, availability, and 
accessibility, seven attributes are selected including rain 
gauge, relative humidity, average temperature, wind speed, 
wind direction where solar radiation and ozone concentration 
are uniquely selected for Sri Lankan context. For the 
prediction model, cross-validated data are trained and tested 
with four machine learning algorithms: Multiple Linear 
Regression, K-Nearest Neighbors, Support Vector Machine, 
and Random Forest. Currently, Support Vector Machine, K-
Nearest Neighbors models have achieved accuracies of 
88.57%, 88.66%. Random Forest has been recognized as the 
best-fitted model with 89.16% accuracy. The results depict a 
significant accuracy in this novel approach for Sri Lankan 
weather prediction. 

Keywords - data mining, machine learning, precision 
agriculture, weather prediction 

I. INTRODUCTION 

As a developing country in the Asian region, Sri Lanka 
has an economy based on agriculture while emphasizing 
that the agricultural sector is playing a significant role in the 
country's current development in both economic and social 
aspects[1]. Climate variability in recent years has critically 
affected the usual aspects of human lives, where the 
agricultural sector can be considered as one of the most 
vulnerable. According to the report “Sustainable Sri Lanka 
2030 Vision and Strategic Path”, as a developing country, 
Sri Lanka is facing potential agricultural risks due to 
unpredictable climatic changes[2]. The discrepancy 
between the rainfall pattern and traditional seasonal 
cultivation due to climatic variabilities is the main problem 
which is addressed in this research. According to the 
Intergovernmental Panel of Climate Change, among the 
sub-regions of Asia, South Asia is facing the most 
vulnerable climate changes. Sri Lanka has also been facing 
these changes during the past few decades, which has been 

resulted in rainfall pattern changes where the expected rain 
may not occur during the expected time as well as with the 
expected amount and intensity. As a result, a mismatch 
between the rainfall pattern and traditional seasonal 
cultivation schedule will happen. This problem indicates 
the current necessity of an advanced weather prediction 
model that can be used to guide farmers on their cultivation 
schedules based on weather and make them ready to handle 
the issues that occurred with the uncertain climate changes.  

The climate of Sri Lanka consists of a variety of 
different conditions which depend on the geographical 
existence of different locations on the island.  Generally, Sri 
Lanka has been divided into three main climatic zones: wet, 
dry, and intermediate. This research aims to propose a 
weather prediction model to predict daily rainfall in  Kandy 
district, Sri Lanka, which belongs to both wet and 
intermediate climate zones.  

As a result of the modern technological advancements 
in data analysis, variations in weather-related atmospheric 
conditions such as precipitation/rainfall, humidity, wind 
speed, wind direction, temperature, etc. are now accessible 
for any person. Weather can be demonstrated as an 
atmospheric state based on the above-mentioned parameters 
at a particular time and location. As Wiston [3] have 
mentioned in their research article, the scientific estimation 
of weather conditions for a specific future time can be 
performed with the following three steps, 

1. Observing and collecting the required data related 
to weather 

2. Processing and analyzing collected data 

3. Extrapolating for future state prediction of the 
atmosphere 

 Combining the above observations analyzed data with 
designed models integrated with computer systems will 
produce a prediction model. All these three steps are 
significant for improving the accuracy of weather 
prediction. Most of the existing approaches are based on the 
weather data related to a particular geographical region on 
which the research has focused. Therefore, when 
developing a weather prediction model for Sri Lanka, it is 
vital to identify the most appropriate weather conditions 
with higher reliability. Also, processing and analyzing 
collected data is highly affected for obtaining the most 
accurate results. Required data preprocessing techniques are 
different based on the nature of the collected data. 
Therefore, to obtain high-quality predicted weather results 
through this research, data preprocessing techniques are 
identified and applied while ensuring that the originality of 
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raw data is not changed. When selecting the machine 
learning algorithms,  the nature of the input data and the 
expected output has to be considered[4]. For the weather 
prediction model developed through this research, the 
machine learning algorithms have been selected by 
considering the size, nature of the distribution of the input 
dataset, speed, and accuracy of the output. 

In this study, a historical weather data set has been 
received from the Central Environment Authority, including 
hourly data of different weather conditions such as rain 
gauge, average temperature, etc. By analyzing the nature of 
the weather in Sri Lanka, the relationship of weather 
attributes with agriculture, availability, and accessibility, 
seven attributes are selected including rain gauge, relative 
humidity, average temperature, wind speed, wind direction 
where solar radiation and ozone concentration are uniquely 
selected for Sri Lankan context. Daily data has been 
generated from the collected hourly data by averaging. A 
sequence of data preprocessing techniques has been used to 
assure the quality of the predicted output. A Cross-
Validation has been done for the preprocessed data by 
partition the data set as 70% for model training and 30% for 
testing purposes [5]. Four machine learning algorithms are 
used for the weather prediction model: Multiple Linear 
Regression, Support Vector Machine, K Nearest Neighbors, 
and Random Forest. Based on the performance and 
accuracy, the best-fitted model for weather prediction is 
recognized. 

The organization of the paper is as follows. Literature 
Review. Methodology and Results have been demonstrated 
in sections II, III, and IV, respectively. Finally, section V 
discusses the conclusion of this study. 

II. LITERATURE REVIEW 

A comparative study conducted by Medar [6] have 
stated different weather-predicting techniques as below, 

• Synoptic Weather Prediction- weather parameters 
are observed within a specific time 

• Numerical Weather Prediction includes advanced 
computer programs based on physical and 
mathematical equations or algorithms related to 
weather. Variations occur within the weather over 
time for deriving meteorological predictions 

• Statistical Weather Prediction- identified as a part 
of objective weather prediction and it is generally 
focused on least square  regression procedures 

There are numerous existing weather prediction 
approaches proposed by researchers through their studies 
about statistical models and data analytic techniques for 
predicting future weather in terms of different weather-
related variables. Some of these attempts are on identifying 
the most accurate and efficient techniques for data analytics 
to predict weather are based on statistical models, while 
some are based on regressions, decision trees, clustering,  
neural networks, and many other data mining techniques[3]. 

Data preprocessing can be identified as an integral step 
in machine learning-based weather prediction. Research on 
rainfall prediction conducted by Mohapatra [7] recognizes 
the importance of data preprocessing because of the 
difficulty of dealing with the existing outliers and 
inconsistencies of raw data. 

Rainfall Prediction based on data mining approaches 
can be identified as data models that are more data-intensive 
than compute-intensive. Bayesian prediction model 
supports in reducing compute overhead while efficiently 
working with large data sets.  In addition, the Bayesian 
classifier demonstrates a supervised learning methodology 
and a statistical methodology for the classification 
process[8].  

An application developed for atmospheric temperature 
prediction based on Support Vector Regression has been 
able to recognize the better performances of Support Vector 
Machines in weather Prediction. It is a compulsory practice 
to select the most suitable parameters for the application 
since parameter selection significantly affects the overall 
system performance[9]. 

Sequential Patterns-based classification for time series 
and numeric data from multiple sources has become a 
significant method in the field of data mining. Yasmin [10] 
has been able to recognize the importance of processing 
numeric data and classifying the identified sequential 
patterns in data to mine data with high accuracy. The system 
has the ability to maintain a good accuracy in terms of not 
eliminating the original meaning of raw data but the use of 
limited parameters to reduce the system complexity has a 
possibility to affect the accuracy of the system. 

Air Pollution data has also been used in weather 
forecasting approaches. One such system has been proposed 
by Chakraborty [11] to forecast weather with an Incremental 
K-means clustering algorithm. However, though the 
accuracy is considerably high, the insights provided by the 
output results of this system are minimal. 

A similar approach based on clustering analysis has 
been proposed by Kalyankar [12] for analyzing 
meteorological data. Clustering can be considered as one of 
the most useful data mining techniques that can be used to 
identify hidden patterns in large data sets. 

Uncertainty can be a significant aspect of weather 
prediction because it is really difficult to forecast the future 
without having certainty in data. As Shahi [13] have 
indicated in their research, Fuzzy C-Mean clustering can 
improve the accuracy of weather predicting systems based 
on data mining techniques such as regression models and 
decision trees. 

A rainfall prediction model developed by Joseph [14] 
based on Artificial Neural Networks is an empirical method-
based prediction approach. In these types of approaches, 
since the amount of time required for model training 
excessively increased with the number of neurons, it is 
necessary to carefully determine the number of hidden layer 
neurons required for the model. 

Shah [15] has provided a rainfall prediction model 
which enhances the accuracy by using a combination of 
machine learning and data mining techniques. According to 
their study, the best accuracy was given by Neural Networks 
and ARIMA models. In contrast, the Random Forest model 
has given the best accuracy in classification out of several 
machine learning algorithms used. 

All these researches are conducted in different 
countries based on the relevant geographical context. 
However, none of them are based on Sri Lankan Agriculture 
domain and never validated regarding the Sri Lankan 
context for precision agriculture purposes.
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TABLE I: SUMMARY OF LITERATURE REVIEW 
 

No: Application Technologies Used Attributes Data Set Remarks 

01 Rainfall Prediction  

 

By: Mohopatra [7] 
 

• Linear 

Regression 

• K-fold Cross 

Validation 

 

• Precipitation 

• Wet day 

frequency 

 

• Monthly  

• 100 years 

Accuracy: 70% 
Pros: 

• Discrepancies in raw data have been 

removed successfully during data 

preprocessing. 

Cons: 

• Accuracy will be decreased due to the use of 

limited attributes. 

02 Rainfall Prediction 

 

By: Nikam [8] 
 

• Bayes Method 

 

• Pressure 

• Relative 

• Humidity 

• Wind Speed 

• Rainfall 

• Daily 

• 16000 

instances 

 

Accuracy: 81% - 96% 

Pros: 

• Simplicity 

• Efficient Performance 

Cons: 

• Accuracy depends on the size of the training 

data set 

• Missing values in an attribute category  

03 Temperature 
Prediction 

 
By: Radhika [9] 

• Support Vector 

Regression 

 

• Maximum 

Temperature 

 

• Daily 

• 5 years 

 

Accuracy: Not mentioned 
Pros: 

• A better performance by SVM 

Cons: 

• System performance depends on the 

parameter selection 

04 Extreme Weather 
Prediction 

 
By: Yasmin [10] 
 

• Sequential 

Pattern 

Mining 

• Progressive 

Sequence 

Tree(PS Tree) 

 

• Precipitation 

• Wind direction 

• Wind Speed 

 

• 10 min. 

intervals 

 

• Accuracy: Not Mentioned 

Pros: 

• Reduces the data complexity through data 

categorization. 

• Fast performance with high scalability. 

Cons: 

• Accuracy will be decreased due to the use of 

limited attributes 

05 Weather Category 
Forecasting 

 
By: Chakraborty 
[11] 
 

• Incremental 

K-means 

Clustering 

 

Air Pollution 

elements 

• NOx 

• CO2 

• SO2 

• RPM 

 

• Daily 

• 10 months 

 

Accuracy: 83.3 % 
Pros: 

• Good Accuracy with a small data set. 

Cons: 

• Not compared with other existing 

incremental algorithms for clustering. 

• Predicted output is insufficient to make 

insights on the weather. 

06 Analyzing 
Meteorological 
Data 

 
By: Kalyankar [12] 
 

• K-means 

Clustering 

• Rainfall 

• Pressure 

• Temperature 

 

• Daily 

• 4 yrs 

 

Accuracy: Not Mentioned 

Pros: 

• Can be used to build dynamic and adaptive 

prediction models. 

Cons: 

• Not compared with other existing 

incremental algorithms for clustering. 

• Predicted output is insufficient to make 

insights on the weather. 

07 Temperature 
Prediction 

 
By: Shahi [13] 
 

• Type-1 

Fuzzy Logic 

System  

Fuzzy C 

Mean Clustering 

 

• Temperature 

• Humidity 

 

• 15 min. 

intervals 

• 4600 

instances 

 

Accuracy: 1.6590 RMSE 
Pros: 

• Higher accuracy by detecting outliers in data 

Cons: 

• Accuracy depends on the size of the data set 

08 Rainfall 
Prediction 

 
By: Joseph [14] 
 

• Artificial Neural 

Networks 

 

• Humidity 

• Temperature 

• Pressure 

• Precipitable 

water  

• Wind speed 

 

• Daily 

• 370 

instances 

 

• Accuracy: 87% 

Pros: 

• ANN can be used with both linear 

and non-linear data. 

Cons: 

• Model training time increase with the 

number of hidden layer neurons 
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09 Rainfall 
Prediction 

 
By: Shah [15] 
 

• ARIMA model 

• Holt Winter 

method 

• Simple Moving 

Average model 

• Seasonal Naive 

method 

• Neural Networks 

• Max. and 

Min. 

temperature 

• Relative 

Humidity 

• Wind Speed 

 

• Daily 

(Jun. to 

Dec.) 

• 35 yrs 

 

• Accuracy: 70.5% 

Pros: 

• Good accuracy through few 

parameters. 

Cons: 

• Dataset includes only half of every year (Jun 

to Dec).  

• Predict the rainfall only for months with a 

possibility to rain. 

According to the literature review, several limitations 
exist in the currently available weather prediction 
approaches. Among them, the problems that occurred 
during the data collection process can be identified as major 
issues. In addition, inaccuracy in data where the collected 
data are not related to the problem domain, a high amount 
of missing data has affected the accuracy of the existing 
systems.  

Inefficient data preprocessing has also affected 
accuracy reductions in current weather predicting systems. 
As a result of not carefully handling the incomplete and 
inconsistent data, most systems have been unable to obtain 
a high-quality output.  

Weather prediction systems based on a single machine 
learning algorithm have faced the problem of selecting the 
best algorithm. However, the systems that have used 
multiple machine learning algorithms have not focused on 
selecting the most appropriate algorithms according to the 
research domain.  

The main problem identified through the literature 
review is that even different features have been used by 
different researchers to ensure the accuracy and 
performance of their systems. Therefore, those proposed 
approaches have not consolidated those advanced features 
and techniques into a single system. For example, even a 
system has considered using a large data set for its model 
train, it does consider systematic data-preprocessing 
techniques. As a result, even the data set is adequately large, 
due to insufficient data preprocessing techniques, the 
expected accuracy and performance of the system will not 
be achievable. Also, the systems that give a considerable 
accurate level cannot provide valuable insights through the 
predicted results. Therefore it is important to carefully 
recognize the nature of the intended output given through 
the model while thinking about whether that output can 
fulfill the purpose of requirements. 

III. METHODOLOGY 

The proposed architecture of the weather prediction 
approach comprises a set of interrelated steps such as data 
collection, data preprocessing, exploratory data analysis, 
application of machine learning algorithms, evaluation and 
identification of the best ML algorithm, and analysis of 
results. This research mainly focuses on identifying the 
most appropriate technology-based solution for weather 
prediction for precision agriculture in Sri Lanka. Even 
numerous advanced technologies are emerging 
continuously, it is important to select the most appropriate 
by identifying the nature of the context in which we are 
trying to apply them.  

In Sri Lanka, rainfall is one of the most significant 
weather conditions required in agriculture-based decision-
making. However, due to the high expensiveness of the 
available weather data in Sri Lanka, we have to perform the 

predictions based on a small dataset that does not comprise 
more than a few thousand records. By considering the nature 
of the requirement of predicted weather for Sri Lankan 
Agriculture basis and the available data on different weather 
parameters, we have proposed a machine learning-based 
weather prediction approach.  

 

 

Fig 1. Proposed architecture 

As we emphasized in the literature review, it is 
important to apply different techniques for each proposed 
architecture step to obtain a better accuracy level. Therefore, 
the aim of this research is to follow the identified effective 
practices in the reviewed literature while overcoming the 
issues that exist within the current approaches in order to 
build up a better solution for weather prediction using 
machine learning.  

A. Data Collection  and pre-processing 

In the first part of the proposed weather prediction 
model, a data set of historical weather data in Sri Lanka is 
retrieved from the meteorological department and the 
Central Environmental Authority. Hourly data from 
01.012019 to 28.02.2021 is collected. . By analyzing the 
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nature of the weather in Sri Lanka, the relationship of 
weather attributes with agriculture, availability, and 
accessibility, seven attributes are selected, including rain 
gauge, relative humidity, average temperature, wind speed, 
wind direction where solar radiation and ozone 
concentration are uniquely selected for Sri Lankan context. 
Daily data is generated from the collected hourly data by 
averaging.  

In order to assure the quality of the predicted results, 
the collected and structured data are pre-processed through 
a sequence of data preprocessing techniques as follows, 

• Data Consolidation – Required data were 
collected from different sources and therefore, it 
is required to integrate them into a single table. 

• Data Reduction- To maintain the prediction 
model's efficiency, redundant and unnecessary 
data were removed from the data set. 

• Data Cleansing- Since the dataset consists of null 
values and noises, it is very important to handle 
them carefully. As concluded in the literature 
review,  they are filled with average values instead 
of replacing missing values with zero. 

• Data Discretization- To utilize data within 
machine learning algorithms, rainfall data values 
are segregated into two intervals: Rain (1) where 
Rain Gauge is greater than 0mm, and No Rain(0) 
where Rain Gauge is 0mm. 

In order to preprocess data efficiently and accurately, 
we use python with its libraries including NumPy, 
Matplotlib, Pandas.  

B. Exploratory data analysis 

In order to identify the nature of weather condition 
distributions and correlations, distribution graphs and 
correlation matrices are used[16]. Correlation matrices can 
be used to recognize the weather conditions that are most 
affected by rainfall. In addition to data summarization, data 
visualization is useful in discovering insights in data 
effectively and efficiently.  In this study, R ggplot2 is used 
for the exploratory data analysis because it provides better 
visualization features through its default plots with 
magnificent graphics.   

C. Train-test data splitting 

Weather data are usually time series but to prevent 
unnecessary bias to the machine learning model, we used 
the Train_Test_Split module. The Train_Test_Split 
approach, a common cross-validation technique, is done for 
the pre-processed data by partitioning the data set as 70% 
for model training and 30% for the testing purpose.  

D. Training and testing model 

After analyzing the nature of the input dataset and the 
expected requirements of the output results four supervised 
machine learning algorithms are used. The purpose of using 
multiple algorithms instead of a single algorithm is to 
predict rainfall at a highly accurate level through an 
evaluation comparison of the results. Multiple Linear 
Regression has been used as a regression model while 
Support Vector Machine, K-Nearest Neighbors and 
Random Forest Models have been used as classification 
models[17].  

a) Multiple Linear Regression (MLR)  

Multiple Linear Regression is a machine learning 
regression approach, which attempts for the relationship 
modeling between two or more independent variables and 
response through fitting a linear equation for the observed 
data. Homogeneity invariance, independence of 
observations, multi-variate normality, and linearity are the 
assumptions of the regression model[18].  

b) Support Vector Machine (SVM) 

In this algorithm, it tries to identify a hyperplane within 
an x-dimensional space that has the ability to classify the 
data points in a distinct manner where x means the number 
of features. Out of all the possibilities, the hyperplane with 
the maximum margin is selected where the distance between 
the classes is maximum[19].  

c) K-Nearest Neighbors (KNN) 

This supervised machine learning algorithm also can be 
used for both classification and regression problems. K 
denotes the number of neighbors whose nearest to an 
unknown new variable is required to predict[20]. 

d) Random Forest (RF) 

Random Forest is a  famous and straightforward 
machine learning algorithm and it is based on ensemble 
learning that creates an effective model by combining 
multiple classifiers. This algorithm provides a combination 
of multiple decision trees and therefore, accuracy is high as 
well; it reduces overfitting up to a large content[21].  

For each algorithm, default parameters are used without 
performing any modifications. After the model training 
process, it is used for predicting daily rainfall, based on the 
data available within the testing dataset. In this study, the 
weather prediction approach is based on supervised 
machine learning, including both regression and 
classification. For the implementation of the proposed 
solution, sci-kit-learn which is a Python-based module in 
machine learning also supported by pandas which is a 
Python library of statistical tools and data structures are 
used.   

E. Model evaluation 

For the evaluation of the above machine learning 
models, a confusion matrix and classification reports are 
used[22]. Since regression models give a continuous output, 
before computing the confusion matrix, the predicted output 
is classified into two categories as below; 

• Rain Gauge > 0:  Output= 1 

• Rain Gauge < 0:  Output=0 

Accuracy, precision, and recall are the three metrics 
considered for the model evaluating process. Through the 
evaluation, the acceptable algorithms for weather prediction 
are recognized and then the most accurate approach is 
selected. 

IV. RESULTS AND DISCUSSION 

In this study, the gathered dataset includes 14000 
records and 7 weather attributes were selected from the 
collected dataset. They are Rain Gauge, Relative Humidity 
(RH), Average Temperature (AT), Wind Speed (WS Raw), 
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Wind Direction (WD Raw), Solar Radiation( Solar Rad), 
Ozone Concentration (O3 Conc). 

 

Fig 2. Correlation matrix chart 

According to the correlation matrix chart represented in 
Fig. 2, computed through R, Rain Gauge and Solar Rad are 
not normally distributed.  

 

Fig. 3. Correlation matrix 

 

Fig. 4. Correlogram 

As represented in Fig. 3 and Fig. 4, correlations among 
Rain Gauge and other weather parameters are slightly weak, 
it has computed correlations between Rain Gauge and 
multiple weather parameters as shown in Figure 5. The 
correlation between Rain Gauge and the combination of AT, 
RH, Solar Rad, WS Raw, WD Raw, O3 Conc. is 0.4949 
which is a considerable value. 

 
Fig. 5. Multiple Correlation 

Also when the dataset is large, it is statistically 
significant even with a weak correlation[23].  

A. Evaluation of MLR Model 

According to the confusion matrix in Fig. 6 and the 
classification report in Fig. 7, the accuracy of the predicted 
output is 44% which is a considerable low accuracy. The 
accuracy of linear regression is often affected by the normal 
distribution nature of the data. Since the weather parameters 
are slightly weak, it is difficult to increase the accuracy of 
this model. 

 

Fig. 6. Confusion matrix-  MLR model 

 

 
Fig. 7. Classification Chart- MLR Model 

As we concluded in the literature review, the accuracy 
of regression models depends on the number of variables 
used. The linear regression model proposed by Mohopatra 
[7] has acquired 70% accuracy with 2 attributes. In this 
research, we attempted to predict rainfall using 7 attributes 
but due to the weaknesses in the normal distribution of the 
data set which we used, we could reach 44% of accuracy. 

B. Evaluation of SVM Model 

According to the conclusions made through the 
literature review, most of the machine learning models 
including SVM required proper selection of weather 
parameters. Therefore, in this research, we highly focused 
on selecting the most suitable weather parameters by 
studying the domain and performing effective data analysis 
techniques [9-10].   
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As depicted in the classification report in Fig. 8, the 
SVM model has achieved 89% accuracy. This accuracy has 
been taken by rounding off the value 88.57%. This model 
has offered a high accuracy compared to the linear 
regression model. The main reason for achieving good 
accuracy is the ability of SVM to handle input spaces with 
non-linear features. Both precision and recall also have 
achieved greater than 80% where precision is 83% and 
recall is 89%.  

 

Fig. 8. Classification chart- SVM Model 

C. Evaluation of KNN Model 

KNN is a supervised machine learning model which 
can learn from already labeled data. As we previously 
mentioned, Rain Gauge values are appropriately labeled as 
either 1 or 0, and the dataset is properly preprocessed. Since 
our dataset is considerably small, we selected KNN which 
will be more applicable in these scenarios. For example, 
Chakraborty [11] has used a small data set with K-means 
clustering to forecast weather category and their model has 
secured 83% accuracy. 

In this research, as depicted in the classification report 
in Fig. 9, the KNN model has achieved 89% accuracy when 
k=7. This accuracy has been taken by rounding off the value 
88.66%. Thus, the precision is 83% and recall is 89%, 
similar to the KNN model.   

 
Fig. 9. Classification chart: KNN Model 

D. Evaluation of RF Model 

Random Forest was selected in this approach since it 
can be used in both regression and classification problems 
as well it has a simplified methodology to measure the 
relative importance of every feature on prediction. As 
depicted in the classification report in Fig. 10, the RF model 
has achieved 89% accuracy. This value has been taken by 
rounding off the value 89.16%. It has an 89% of recall 
which is similar to both SVM and KNN. However, the 
precision is 84% which is slightly higher than SVM and 
KNN models. Since the Random Forest model gives the 
best overall accuracy compared to the other models, Radom 
Forest can be recognized as the best-fitted model. 

 

Fig. 10. Classification chart: RF Model 

 

E. Comparison of Machine Learning models 

According to the evaluation, the summary showed in 
TABLE. II, the MLR model has achieved the lowest 
accuracy at 44%. However, it has been able to achieve a 
78% precision. The highest accuracy, 89.16% has achieved 
by the RF model with the highest precision of 84%. Both 
SVM and KNN also have been able to achieve high 
accuracies as 88.57% and 88.66% as respectively.  

TABLE II. EVALUATION RESULTS OF FOUR ML MODELS 

Evaluation 
Criteria 

Accuracy Precision Recall 

MLR 44% 78% 44% 

SVM 88.57% 83% 89% 

KNN 88.66% 83% 89% 

RF 89.16% 84% 89% 

 

V. CONCLUSION AND FUTURE WORK 

In this research, we comprehensively addressed that, 
weather plays a significant role in the field of agriculture. 
However, climate variability is always beyond human 
control. Sri Lanka is also struggling with the mismatch 
between weather pattern variations and traditional 
cultivational schedules. Accurate weather forecasts enable 
farmers to schedule their cultivation tasks while minimizing 
weather-based agricultural damages. The proposed 
architecture attempts to introduce a novel machine learning-
based approach for predicting rainfall for precision 
agriculture in Sri Lanka. Since the weather conditions in Sri 
Lanka are not perfectly matched with other countries, it is 
very important to identify the most related weather 
conditions to predict the weather.  

First, we concluded that seven weather attributes could 
be used to predict rainfall in Sri Lanka for precision 
agriculture. The selected attributes are rain gauge, relative 
humidity, average temperature, wind speed, wind direction 
where solar radiation and ozone concentration are uniquely 
selected for Sri Lankan context.  

Secondly, through the exploratory data analysis, we 
concluded that the multiple correlation of the weather 
attributes is 0.4949 which is a good value compared to the 
correlations observed within existing. 

Thirdly, we concluded that several data preprocessing 
techniques are required to enhance the quality of the 
prediction. Therefore, data consolidation, reduction, 
cleansing, and discretization were performed on the data 
carefully. 

Fourthly, by studying and analyzing the problem 
background and the nature of obtained dataset to improve 
the accuracy, four supervised machine learning algorithms 
were selected. For the prediction, model cross-validated 
data were trained and tested with Multiple Linear 
Regression, K-Nearest Neighbors, Support Vector 
Machine, and Random Forest.   

Finally, with the model evaluations, Random Forest 
was recognized as the best-fitted model that achieved 
89.16% accuracy. This can be considered as a better level of 
accuracy compared to the prevailing weather prediction 
approaches. 

As for future work is expected to increase the size of 
the dataset and apply more data preprocessing techniques 
such as feature engineering to enhance the quality of the 
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dataset. Since SVM and KNN models have also given better 
accuracy levels, it is important to build and evaluate a hybrid 
ensemble learning model which combines these machine 
learning models for this weather prediction approach. Deep 
learning is a member of the broader community of machine 
learning and it is based on artificial neural networks with 
representation learning. It is expected to apply deep learning 
for predicting the weather with a large dataset and evaluate 
the accuracy improvement. 
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Abstract - The use of 3-Dimensional (3D) printing, 
known as Digital fabrication (DF) or additive 
manufacturing (AM), technology in the food sector has 
countless potential to fabricate 3D constructs with 
complex geometries, customization, and on-demand 
production. For this reason, 3D technology is driving 
major innovations in the food industry.  This paper 
presents the construction of a chocolate 3D printer by 
applying the pressure pump technique using chocolate 
as a printing material. Here the conventional 3D 
printer’s design was developed as a chocolate 3D 
printer. As an improvement, a new extruder 
mechanism was introduced. The extruder was 
developed to print the chocolate materials. In the 
working mechanism, the 3D printer reads the design 
instruction and chocolate material is extruding 
accordingly, through the nozzle of the pump to the bed 
of the 3D printer followed by the design (layer by layer). 
The special part of this chocolate 3D printer is the 
pressure pump in the extruder part. That pressure 
pump provides pressure on melted chocolate from the 
chocolate container to the nozzle point.  The usability 
and efficiency of the 3D printer were tested with sample 
designs. The obtained results were presented and 
discussed. Together with these advances this 3D printer 
can be used to produce complex food models and design 
unique patterns in chocolate-based sweets by satisfying 
customers.  

Keywords - 3D printing, additive manufacturing, food 
printing, hot melt extruder, pressure pump 

I. INTRODUCTION 

3D Printing, also known as the additive manufacturing 
technique, refers to processes used to synthesize a three-
dimensional object in which successive layers of material 
are formed under computer control to create an object. 
Referring to the present used to synthesize a 3D object layer 
by layer materials are formed under a complete control 
system, to create an object. Currently, this technique is 
applied to make proofs of concept, prototypes, or end-
products. Companies are implementing 3D printing at 
different stages of their manufacturing processes. The 
modern world has lots of applications of 3D printing 
technology. Now 3D printers have become more affordable 
for ordinary consumers. 

Food printing manufacturers have realized the 
potential of 3D food printers in promoting culinary 
creativity, nutrition, and ingredient optimization, and food 

sustainability [1]. 3D printing has a process to manufacture 
3D objects, this process can divide into steps such as (i) 
Create a model using software and convert it to STL 
(Standard Triangle Language) format. (ii) Fill the storage 
tank choose to model. (iii) Input STL format to the system. 
(iv) Operate the 3D printer to extrude the material. (v) Final 
object using with XYZ movement [1]. 

This project mainly focuses on chocolate 3D printing. 
Most chocolate 3D printers can process CAD files, just like 
normal 3D printers. Currently, chocolate 3D printers use a 
syringe instead of a filament, load it, and then hold it at a 
temperature at the time of printing [2]. The extruder head 
moves and deposits the melted chocolate in the desired 
shape. The chocolate eventually cools and solidifies. The 
syringe loading system is safe, clean, efficient, and keeps 
the chocolate fresh. If the operating temperature is 
followed, the chocolate will not dry at all in the syringe [3]. 
In a conventional 3D printing machine, the mechanical 
parts of the 3D printer have four stepper motors used to 
drive the XYZ axis. The movement of the Y-axis is 
independent and is performed mainly by a pair of ball 
screws with sliding supports that move the platform back 
and forth. The movements of the X and Z axes are 
interconnected and are performed mainly by a spherical 
screw supporting the optical axis. The X-axis is responsible 
for horizontal movement and the Z-axis is responsible for 
vertical movement [4]. Fig. 1 shows the conceptual design 
of the 3D printer XYZ axis. 

 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Conceptual design of 3D printer XYZ axis 
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II. MATERIALS AND METHOD 

The following techniques were applied when 
developing the chocolate 3D printer. It is the development 
of a chocolate 3D printer that uses chocolate as ink with a 
novel pump mechanism. 

A. Mechanical platform and controls 

Food structure can be deposited/sintered effectively 
point by point and layer by layer according to a 
computerized design modeling and route planning. This 
system uses layer-by-layer extruding. 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. Mechanical platform of the chocolate 3D printer  

Fig. 2 shows the mechanical mechanism part without 
the extruder of the chocolate 3D printer. As above 
mentioned, the pulleys, rods, and belts were used for the 
mechanical movement with the stepper motors. The 
rotational movement provided by the motor is activated by 
the pulleys, rods, and belts. 

3D printer makes products by various kinds of layer-
by-layer deposition on the plane surface. 3D printing has 
different types of layer deposition methods. The extrusion 
head usually pushes food through the nozzle through 
compressed air. Typically, the smaller the nozzle, the 
longer it takes to print the food [6]. In this research, the 
normal 3D printer was designed like a chocolate 3D printer 
by introducing a pump base chocolate pressure system. 
Especially, it is considered extruder mechanism. This 
proposed system will be focused on chocolate base food 
products using paste-type ingredients.  

Following modifications were done when developing 
the proposed system. In the extrusion-based printing 
technique, the pump usually pushes the materials to the 
nozzle through compressed air [2]. The compressed air 
means the air inside of the food syringe, but the proposed 
system has extra pressure on extruding chocolate. 
Therefore, the storage tank can be larger than the syringe. 
In the storage tank of the chocolate 3D printer, the food 
container should provide the chocolate continuously and 
not need to pause the 3D printing process to refills. Fig 3 
shows the complete chocolate 3D printer. 

The movements of the 3D printer are using the belt 
mechanism. The rotational movement provided by the 
NEMA 17 stepper motor was activated by the pulleys and 
belts.  Four NEMA 17 stepper motors were used for the 
mechanical part. XYZ axis was powered by three NEMA 

17 stepper motors. Another one is used for power to a pump 
of the extruder system. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3. Chocolate 3D printer 

B. Extruder design  

The design of the extruder part has three main 
components, such as chocolate containers, chocolate 
pumps, and nozzle sets. The chocolate container has a 
cylindrical shape, and the pieces of chocolate are put into 
this container. Then melted chocolate goes through the 
chocolate pump to the nozzle set with pressure. That 
chocolate pump has two gear wheels, and it has the same 
mechanism as an oil gear pump. All parts of the extruder 
set were prepared using stainless steel because all 
components are in contact with the chocolate. Further 
extruder set has a temperature system. 

A too-small nozzle will lead to too slow extrusion 
speed, and a too-large nozzle will lead to a rough food 
surface [7]. Three nozzle diameters such as 1 mm, 1.25 
mm, and 1.5 mm were investigated by varying the 
extrusion rates and nozzle moving speed the best nozzle 
diameter was found as 1.25 mm in terms of the property of 
the deposited product.  

Stainless steel is a commonly used material in the 
food industry and is generally resistant to corrosion. [5]. 
Food Grade Stainless Steel 316 turned into used for the 
layout of an extruder, the grade 316 SS, can experience 
severe pitting corrosion when exposed to chocolate, which 
is often present in food product machines. 316 SS makes 
for great food-grade stainless steel parts for nearly any food 
application. 

Extreme care must be taken when making the extruder 
part of the 3D printers which are used for food. Stainless 
steel has proven itself, time and time again to be a food-
safe material. It does not corrode, rust, or provide livable 
conditions for harmful pathogens. In terms of hygiene and 
durability, stainless steel was used in the design. 

 

C. Feature-based software 

The chocolate 3D printer has used firmware to control 
all activities called “Marlin”. Marlin is an open-
source firmware that controls all real-time activities of the 
machine such as adjust heaters, steppers, sensors, lights, 
LCD screens, buttons, and everything related to the 3D 
printing process.  

https://en.wikipedia.org/wiki/Firmware


Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

192 

 

 

D. Chocolate (as the material intended to be printed) 

Normal 3D printers are used plastic materials for 
printing purposes however chocolate 3D printers use paste-
type melted chocolate [2]. This proposed system is based 
on cooking chocolate. Cooking chocolate is a type of 
chocolate and uses for decorating foods. Cooking 
chocolates contain sugar, vegetable fat, and cocoa powder 
[4]. The main distinction between cooking chocolate and 
‘normal' eating chocolate is how sweetened it is. Baking 
chocolate has a higher percentage of cocoa solids and 
usually contains less or no sugar than regular eating 
chocolate. Cooking chocolate for tempering or coverture 
may have more cocoa butter to ensure that it melts evenly 
and easily. The melting temperature of cooking chocolate 
is between 38°C and 42°C. The solidifying temperature of 
cooking chocolate is between 26 °C and 28 °C [4]. The 
melting temperature is important for the temperature unit 
of the chocolate 3D printer to melt the chocolate pieces. 
The temperature is important for solidifying the printing 
object. When the temperature is at the low 26 °C, chocolate 
begins to melt. When chocolate is crystallized or tempered, 
it is liquid and usable between 30 °C and 32 °C (lower for 
white and milk chocolate, higher for dark), and solidifies 
quickly at room temperature. Your chocolate melted but 
didn't get tempered/re-crystallized when it cooled, 
therefore it stayed liquid due to its lack of crystalline 
structure. 

III. RESULTS AND DISCUSSION 

A. Printing technology 

A chocolate 3D printer is a machine that can be used 
to produce prototype products rapidly. This 3D printer used 
chocolate as a process material. Further, this 3D printer 
applied a pump-based 3D printing technique using the 
pressure pump. In normal, 3D food printers use several 3D 
printing technologies such as Selective Sintering, Hot melt 
extrusion, Binder jetting, and Inkjet printing [3]. 

This chocolate 3D printer used hot-melt extrusion 
technology to extrude the chocolate.  In this hot-melt 
extrusion, the chocolate material was heated up to its 
melting point. After this melted chocolate is deposited on 
the bed to builds the required object layer-by-layer from the 
bottom to the top by heating and extruding the filament.  
This food printer was designed based on the efficient size 
of the hot-melt extrusion with low maintenance cost. The 
disadvantages such as the time take to connect the layers, 
long production time, and delamination caused by 
temperature variation, need to be further investigated.    

In this chocolate 3D printer was used Hot melt 
extrusion technology with a pressure pump. It is a special 
feature of this 3D printer. That pressure pump is made up 
of an external gear pump with two gear wheels. An external 
gear pump contains two equals, interconnecting gears 
supported by separate shafts. Generally, one gear is driven 
by a stepper motor, and this drives the other gear.  Fig 4 
shows the cross-sectional area of the pressure pump. This 
chocolate 3D printer compares with syringe-type 3D food 
printers. This syringe-type 3D printer used a pressure 
syringe to extrude the printing materials and this chocolate 
3D printer uses a pressure pump to extrude the printing 
materials. That pressure pump provided extra pressure on 
extruding materials (chocolate) than normal syringe-type 
food 3D printers. The pressure of the pump can be change 

depend on the amount of the chocolate container.  Fig. 5 
shows the top side is of the extruder with melted chocolate.  

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Cross sectional area of pressure pump 

 

 

 

 

 

 

 

 

 
 
 

 
Fig. 5. Melted chocolate in chocolate container 

 
Another advantage of this design is the continuation of 

the printing process. In syringe-type 3D printers, the 
printing process will stop when finished the materials' 
contents from the syringe. The syringe plunger wants to 
remove to refill the syringe. However, that problem can be 
overcome using this extruder. The extruder is powered by 
a pressure pump by a stepper motor. The upside of the 
chocolate container is free; therefore, it can be refilled as 
soon as it is printing. Fig 6 shows a chocolate extruder with 
its features. 

 

 
 

 

 

 

 

 

 

 

 

Fig. 6. Chocolate extruder 
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B. The efficiency of the chocolate 3D printer   

The printing rate was calculated by dividing the 
weight of the printed object overprinting time [7]. 

𝑃𝑟𝑖𝑛𝑡𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 (𝑔/𝑚𝑖𝑛) =

𝑇𝑜𝑡𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑡ℎ𝑒 
𝑝𝑟𝑖𝑛𝑡𝑒𝑑 𝑜𝑏𝑗𝑒𝑐𝑡 (𝑔) 

𝑃𝑟𝑖𝑛𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 (𝑚𝑖𝑛)
 (1) 

The melting and crystallization behaviors of fat present 
in chocolate will be important to understand from the point 
of view of deposition temperature and change occurring in 
deposited chocolate. The physical properties and mouth 
feel of the 3D printed chocolate product will be dependent 
on the time and temperature history after deposition. Fig 7 
shows the slicing software detail of a printing object.  

 

 

Fig. 7. Slicing software details of print object 

TABLE I.  CALCULATION DETAIL OF PRINTING RATE OF PRINTER 

Printing 

time 

Total weight of the 

object 

Printing rate of 

printer 
44 min 9 g 0.20 g/min 

 
Differential Scanning Calorimetry analysis (DCS) is 

a thermo-analytical technique in which the difference in the 
amount of heat is required to increase the temperature of 
the sample. This analysis is used to study the behavior of 
the material of the function of temperature or time. Ex: 
Melting point, Crystallization behavior, Chemical reaction. 
DCS analysis of the deposited chocolate product, 
indicating that the viscosities of the chocolates can be 
relatively constant when the temperature is between 320C 
and 40 Celsius and the pressure between 3.5Pa and 7Pa [2]. 

Some research papers about DCS analysis were 
studied and get an idea about the temperature behavior of 
the chocolates. The quality of the print object is depending 
on printing materials and nozzle type. In this chocolate 3D 
printer, the quality of the print was compared with nozzle 
type only. Normal chocolate 3D printers have used the 
adapter of syringe (endpoint of the normal syringe) but this 
chocolate 3D printer was used the normal nozzles of 
normal 3D printers. Therefore, the quality of the print 
objects can increase. 

Further, this chocolate 3D printer can use different 
size nozzles such as 0.8 mm, 1.0 mm, 1.25 mm, and 1.50 
mm. The quality of the print was changed depending on 
nozzle size. The 1.25 mm nozzle is the best nozzle size for 
this chocolate 3D printer, and it was selected based on 
several experiments. Fig. 8 shows printed chocolate 
objects. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 8. Printed objects 

C. Three-axis mechanism 

The structure of the chocolate 3D printer was prepared 
by using MDF (Medium-density fiberboard). And pully, 
rods, and belts were used for constructing the movement of 
the three-axis. It provides smooth rotation and reduces 
vibrations. The bed of the 3D printer moves to the Y-axis, 
the set of the extruder move to the Z-axis, and the extruder 
move to the x-axis. This system has four stepper motors, 
three for the XYZ axis and another one is to rotate the 
pressure pump. 

IV. CONCLUSIONS 

The developed, chocolate 3D printer has a maximum 
printing size is 150 mm*150 mm*150 mm. The chocolate 
3D printer was developed using a pressure pump. The 
pressure pump provides the extrusion of the materials with 
the support of the stepper motor and driving commands. 
Comparing to other food printing techniques in the market, 
most of the printing methods have syringe-type extruders. 
Using this syringe-type extruders, have several limitations. 
Mainly that continuation of the printing process. The 
printing process will stop the contains of materials is finish 
at the syringe. However, that problem can be overcome 
using this extruder. The advantage of this 3D printer is the 
ability to get beautiful and creative designs, and it can be 
used very effectively in the hotel industry. Also, another 
limitation of this chocolate 3D printer is the lack of an 
advanced cooling system which is required to printing the 
bed. The chocolate printer contains a normal cooling 
system with the cooling fan was attached to the frame, to 
help the solidification of the printing object. Additionally, 
in future work, the bed cooling system will be introduced. 
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Abstract - Microservice Architecture (MSA) is a 
recommended way to introduce the application software in a 
modularized manner instead of the traditional Monolithic 
Architecture (MA) approach due to the inherent advantages. 
The MSA is very much effective considering the true benefits 
of scalability, flexibility, cost-effectiveness, etc.  However, 
there are significant challenges in the use of MSA as well in 
the viewpoint of the seniors in the field of Software 
Engineering (SE). So, the objective of this research is to 
introduce a theoretical framework to be followed by the SE 
industries to address the challenges they face in providing 
MSA-based software solutions. In this research, the literature 
of MSA is evaluated in detail to understand the influencing 
factors to cater to the requirements of the software 
developments. In methodology, two research questions are 
derived based on the hypothesis of not getting adequate 
benefit in the process of adopting MSA for software 
application development; 1. What are the challenges to 
implementing applications incorporating MSA? 2. How to 
achieve the exact needs of the clients via MSA? For this study, 
based on purposive sampling the five SE professionals are 
selected for interviews to understand the true impact on 
identified factors through literature for development 
challenges and client satisfaction. Further, thematic analysis 
is conducted for evaluating those extracts of the interview 
qualitatively. Nevertheless, the online questionnaire is 
distributed among a wide range of SE professionals in the 
domain of MSA implementation for overall understanding 
about significant factors filtered out through the literature 
and the interviews, and those were analyzed descriptively. 
Based on the findings, a theoretical framework is introduced 
for successful implementation of MSA assuring the clients’ 
requirements. Eventually, this study confirms how MSA 
adaptation with the theoretical framework is effective for both 
organizations and clients.  

Keywords -  development, framework, microservices, 
modularize 

I. INTRODUCTION 

At present, the software industry is a bit more complex 
due to the evolvement of the technology, progressive 
demand of the clients, affordability of the customer, 
complex business requirements, etc. ultimately, the nature 
of the solutions is also complex catering to different 
requirements of different audiences[1], [2]. As a result, the 
software industry is possibly subdivided into different main 
categories such as product-based, service-based, solutions-
based, and research-based. However, the most important 
consideration of any software solution is its architecture 
influencing the quality of the final outcome. There are many 
ways to introduce solid architecture to incorporate specific 
requirements of the software solution giving priority to 
exact requirement(s). But any architecture software industry 
can decide whether it is a single component or a 
combination of several modules.  

Among the many available software architectures, the 
MSA is a priority consideration for introducing solution 
architecture either partially or completely because the MSA 
allows introducing the solution as a collection of smaller 
services[3]. On the other hand, the MA provides the entire 
software solution as a single service but it comprises 
drawbacks in implementation and maintenance perspectives 
[4], [5]. However, MSA has been introduced to addresses 
those issues effectively. 

Moreover, the solutions-based software industries 
mainly interact with clients to cater to their emerging 
requirements, and the software solutions are developed by 
providing the priority for the client requirements [6]. 
However, the technical decisions over architecture are made 
by SE professionals. In some situations, the technical 
background is also communicated with the client, but with 
the facts in long run, the final outcome of the particular 
phase of the development is more focused on [7]. As a 
result, the client may be suffered in the long run due to 
extended maintenance and extra efforts is different.  

It is compulsory for the client to have an entire 
understanding of the lifecycle of the use of particular 
software for making a strategic decision towards selecting 
the right application software [6], [7]. In other words, the 
effectiveness of the business process should be improved 
with the involvement of software solutions by increasing 
productivity to achieve business objectives. The MSA is a 
priority consideration for such initiatives so the important 
factors of MSA are identified in detail in different aspects 
such as maintainability, scalability, reusability, etc. [3], [5], 
[8]–[10]. 

There is a trend in the industry to use MSA due to its 
benefits, but there is uncertainty whether the organization 
and client are acquired the true benefits of MSA. MSA also 
has its own drawbacks associated with distributed services, 
partitioned databases, infrastructure resources allocation 
which add extra complexity to the software analysis, design, 
development, and deployment [10]. The unacceptable or 
improper usage of MSA also prevents getting its advantages 
towards the organizations. These reasons may cause the 
software industry to suffer from various shortcomings 
throughout the Software Development Life Cycle (SDLC) 
process. There is a possibility this is indirectly transferred 
as a cost to the client. As a result, the client ends up with 
high costs in long run [7]. This paper focuses on those 
situations and proposes how to satisfy both organizations 
and clients with the use of MSA on their projects. 

Section II discusses the literature about MSA 
incorporating the reviewed research papers. In section III, 
the methodology is described and the research design is also 
extracted from the methodology in the same section. The 
results and discussions are laid down in section IV, whereas 
the recommendations are illustrated via theoretical 
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framework next in section V. Then the conclusion is made 
finally in section VI towards delivering the true benefits of 
MSA for everyone. 

II. LITERATURE REVIEW 

The literature is to understand the real value of the MSA 
and analyze whether those values are properly utilized by 
the software industry towards delivering appropriate 
benefits for the clients according to the specific 
requirements. The main focus here is to have a strong 
understanding of MSA, its benefits, and its challenges. 
Literature is mainly categorized into design & 
implementation, security, deployment, and reporting to 
understand the benefits and the challenges associate with 
MSA. 

A. Design & Implementation 

Incorporating MSA for the software solution is 
comprised of a mix of both the benefits and the drawbacks 
as per the requirement of the situation of a client, so it is 
always challenging to make appropriate use of the required 
microservices by software engineering professionals [11]–
[13]. Some features are required to implement essentially 
and some others are inherently available with MSA. The 
important high-level features of MSA are briefly described 
as follows. 

1) Scalability: Scaling is a very important aspect of 
MSA and it is highly supported for utilizing resources as 
per the dynamic requirements [14]. To achieve scaling, the 
solution is introduced as a collection of small services 
assisting to easily allocate resources upon the requirement 
of the specific service. Resources such as memory, CPU, 
disk usage, can be shared within services and more 
resources will be allocated to those who need it, thus 
reducing cost [11]. 

2) Flexibility: MSA has great flexibility in selecting 
programing language and introduce new human resources 
into the project effortlessly [8], [10]. If the solution requires 
more services to develop, the industry has the flexibility to 
selecting resources at any given time irrespective of its 
programming skills and which language is used to 
developed other services [11]. So this is a great advantage 
that you couldn’t achieve from MA. 

3) Unit Testing and Integrating Testing: The effect of 
the unit testing is not much different in MSA and MA 
domains, but MSA comprises some repeated works 
(Rahman, and Gao, 2015). Further, the integration testing 
is relatively more complex in the use of MSA because the 
involvement of dependent services is significant with 
respect to MA [4]. As a result, MSA requires more time and 
effort to complete such testing. 

4) Service Discovery: The main function of service 
discovery is to incorporate new services into the solution 
[4], [8]. It seems service discovery is an essential element 
to implement with the solution for large-scale 
microservices-based solutions because it should 
automatically detect the services added into the echo 
system and give zero downtime to the entire system. 

5) Circuit Breaker: Circuit breaker is also an essential 
feature for a solution and it is the approach to isolate the 
faults automatically to prevent system failures due to an 

issue with one service. So the main functionality of the 
circuit breaker is to check the availability of independent 
services and to start sending requests again upon the 
availability of the dependent services up [14]. So, this is an 
additional overhead that developers need to do. 

B. Security 

In one viewpoint, there is a benefit over security when it 
comes to the MSA, if one service is open for vulnerability, 
it is a matter of disabling that and allow the system to run as 
usual with minimum impact [15]. In another viewpoint, 
MSA influences security negatively due to network security 
risk because each microservice communicates over the 
network via messages. As a result, the internal attacker is in 
a position to easily find out the message format and try to 
sabotage the system. Following aspects discuss more details 
about security aspects. 

1) Web Application – Front End: With the MSA 
there is a need of considering web applications 
development as small features called micro-front-ends 
(MFE). So, with the MFE architecture, if one function 
breaches security or opens for vulnerability, it is easy to 
disable such functions and the application is available to 
users with less effect of user experience. On the other hand, 
the security of each function needs to be validated 
separately and all the developers who work in parallel on 
services must have strong knowledge of web application 
security such as disabling auto-filling on the text fields, 
masking sensitive inputs typed on the text fields, handling 
cookies securely in the browser level, keep token like 
sensitive information in an encrypted format, etc [15]. 

2) Application Level – Back End: For the micro-
frond end architecture there are a set of microservices are 
available to support backend services as well (Rahman, and 
Gao, 2015). As mentioned earlier it is an advantage to 
isolate service open for vulnerability and allow the system 
to work smoothly. But achieving security standards for 
each microservice is a more time taking task. Developers, 
designers, and architects need to think about factors like 
enabling HTTPS (transport layer security) for 
intercommunications, secure database connectivity, 
loading secrets and keys from secure stores such as vaults 
solutions, etc [15]. Further, some application needs to 
comply with client’s security requirement such as banking 
guidelines for banking solution. Hence applying these 
things to all the microservices is required extended time 
and effort. 

3) Source code: Microservices source code is kind of 
repeating the same security approaches in multiple places. 
So, the requirements like keeping passwords in encrypted 
format in property configurations are going to be a big 
overhead to the network because it is needed to load from 
a centralized secure store; like vault solutions [15]. Hence, 
when it is compared with MA source codes security with 
MSA, has significant complexity. 

4) Database: The best practice of MSA is to keep 
separate databases for each service because when it is 
required to scale up, the database also can be scaled up 
separately [8], [15]. If the common database is used for all 
the microservices, scaling only services is not enough and 
a bottleneck can occur from the database side. From the 
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security perspective database, administrators have to 
apply/configure security for databases separately and 
which requires more time and effort. 

5) Vulnerability Assessment and Penetration 
Testing: For a production-ready application, a final check 
is to assess vulnerabilities and do a security test which is 
called penetration testing which covers CSS attacks, SQL 
injection, CSRF, basically all the security standards are 
defined by OWSAP application security verification 
standards [15]. So, the preparation of testing and carry out 
testing on each developed service and the deployed 
environment is required extended effort than it is deployed 
with MA. 

C. Deployment  

Deployment of MA is very easy because it is required 
to deploy one or two applications in an application server 
and high availability can be achieved through horizontally 
scaling two or three nodes and required a minimum of two 
databases for failover/replication [5]. But in MSA things are 
different, it is required more tools like Docker and 
Kubernetes and the industry needs to build a required skill 
set to do a successful deployment. The entire deployment 
process is in five main topics. 

1) Docker: Docker is a containerized technology that 
acts as a small machine and its configuration can be defined 
by the DevOps engineer or architects to match with 
particular service requirements. So, each microservice 
developed for a solution can be configured as containers and 
can run as small servers [16]. 

2) Kubernetes: On average, software solution is 
comprised of a considerable amount of microservices and if 
those run as Docker containers the same number of small 
machines are running on top of the infrastructure and 
managing them might be an arduous task. Hence 
Kubernetes technology has introduced the capability of 
managing docker-containers efficiently [8], [16]. So when 
compared with MA this requires more works to achieve 
sustainable MSA deployment.  

3) Continuous integration and deployment (CI/CD): 
CI/CD is a most important concern on any development 
means it helps to automate the building of application and 
deploy in test, staging, and then production environment 
[16]. So, the CI/CD process incorporates automation of the 
build process from development to production environment. 
When it comes to the MSA building process it requires more 
configuration. 

4) Observability: Observability requirement is 
consisted of log analytics, distributed tracing, and metrics 
monitoring. There is a special toolset and most industries 
use ELK stack for log analytics, elastic APM for metrics, 
and Zipkin for distributed tracing which is an essential tool 
for MSA [10]. So, to troubleshoot the issues this setup is 
required for every deployment, and this is involved more 
works. 

5) Service mesh: Service mesh is a dedicated 
communication layer that ensures reliable and safe 
communication between services with high 
observability[14]. It can handle high-volume 
communication and uses existing persistent connections to 

improve performance [17].  Implementing service mesh is 
not mandatory with MSA but it can add benefits in service 
discovery, load balancing, encryption, observability, 
traceability, authentication, and authorization [14]. As 
service mesh supports circuit breaker, it is no need to 
develop that feature separately at the sourcecode level. 

D. Reporting 

Reporting in MSA is a bit complex. Because required 
data for reporting is in individual microservices  [3]. 
Followings are three approaches that can be used in report 
generation, and each has its own drawbacks. 

1) API-based Reporting: In this approach, reporting 
service will extract data through API calls from each service 
and it increases network traffic [8]. Further, the system tends 
to unresponsive service calls due to hanging if users extract 
data for long period. 

2) Database-based Reporting: In this approach 
single report service connect to each database owned by 
other services [8], [12], [14], [15]. Drawbacks that are arisen 
with the API approach can be overcome with this, but then 
it breaks the basic principle of MSA because one service is 
tightly coupled with all other services. If the developer 
changes any logic or implementation which affects the data 
structure on a particular service, the report service also 
needs to be adjusted to address the changes. 

3) Message Queue(s) based Reporting: This can be 
considered as the best approach where each service sends an 
event to a message queue and report service saves the 
message into its own database [8]. Then data is available for 
the reports without affecting any service. Although it is the 
best approach, extra complexity is added to the environment 
since additional message brokers need to be managed. 

III. METHODOLOGY AND RESEARCH DESIGN 

The methodology is introduced for having an overall 
understanding of the use of microservices to fulfill the 
requirements of the clients. Then the experiment design is 
introduced based on derived methodology. 

A. Methodology 

The background analysis is the initiation for this 
research with the use of experiences and available literature 
until enough background understanding is obtained. Then 
the overall understanding of the influencing factors is 
achieved for continuing with the interview with SE 
Professionals. The purposive sampling is used to filter out 
the 5 key experts who work with MSA due to their 
comprehensive understanding of MSA, and such data is 
evaluated based on a thematic analysis approach. Then the 
questionnaire is introduced incorporating background 
information and interview findings, and it is shared among 
the different stakeholders to obtain their opinion in a broader 
sense. Then responses for the questionnaires are collected 
for descriptive analysis due to their quantitative nature. As 
a result, this research approach is a mixed method. Further, 
findings are organized to recommend a theoretical 
framework for SE Professionals to use for the betterment of 
themselves as well as their clients. 
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B. Experimental design 

As per the above methodology, the flowchart in Fig.1 
is introduced as an experimental design, and the outcome of 
this research is a theoretical framework for SE professionals 
to use as guidance. 

 

 

Fig. 1. Experimental design 

 According to the flow chart in Fig.1, background 
analysis was carried out to understand key components of 
the MSA. Then checked whether that is sufficient to 
influence the solution that going to propose in this study. 
This cycle was carried out till the background understanding 
is enough for the solution. Once it is sufficient, further that 
evidence was confirmed by using interviews and 
questionnaires. Zoom was used to conduct the interview 
with SE industry professionals and the survey was delivered 
as a Google form. This process was repeated until the 
gathered information is being satisfied to introduce the 
theoretical framework to adapt to MSA effectively. 

IV. RESULT AND DISCUSSION 

The interviews with SE professionals are extracted with 
important information on the use of MSA focusing on the 
benefits towards the client, and those qualitative data are 
evaluated based on thematic analysis. Further, the 
questionnaire is shared among the stakeholders of the 
software industry to have an overall understanding of their 
view towards the same goal as in Fig.2 and those 
quantitative data is analyzed descriptively. 

 

Fig. 2. Contributors for the Questionnaire. 

A. Design & implementation requirements 

As per the interviews conducted, the following extracts 
are emphasized to convince the importance of the initial 
design incorporating the relevant services. 

“Representative of the client is a key stakeholder in the 
software design process” - (SE Professional  1). 

The above statement is true once the client is from a non-
technical background. However, the level of technical 
knowledge is reflected on such initiatives as clients can 
represent themselves throughout the software development 
lifecycle analysis phase once there is adequate understand 
of the technology. Such initiatives are positively influenced 
in addressing the challenges of the MSA implementation. 

“Bad designing would cause buying more time for 
developers”- (SE Professional  2). 

Design is important for having a shared understanding 
between the development team and client from a technical 
perspective and it streamlines the software engineering 
development process with clear requirements avoiding 
reworks. As per the above quotation, it is clear that improper 
design wastes time due to a poor understanding of the 
requirements, and it slows down the development process. 

 

Fig. 3. Design and development phase. 

Based on the above understanding, the findings of the 
survey have also convinced the situation as per Fig.3. 73.1% 
of responses on design effort are in the average or above 
level so their primary focus is also on the design. Although 
there is an extra effort in the designing phase if the industry 
can manage reusable service repository to reuse the 
predefined services, it is positively influenced to save more 
time from coding and testing to deliver true benefit to the 
client. 

B. Security requirements 

As per all the interviewees,  the required level of security 
should be achieved via MSA initiatives. The following 
extract is about the security requirements of the client 
applications. 

“As the services are isolated, securing those are 
relatively easy but each service should be addressed 
separately to enrich the level of security” (SE Professional 
2). 

According to the above statement, the security of each 
service is assured individually in MSA with the extra effort 
for the implementation. Eventually, the vulnerability of 
individual service is not influenced by the others so it is 
possible to achieve an improved level of security at the end 
as per the above statement.  

Based on the survey findings, Figure 4 also illustrates 
that better security is achieved in MSA having 80.7% 
responses on/above the medium level of security. However, 
the nature of the communication of services by using 
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messages introduces issues as described in section II, and it 
reflects here having 11.5% responses for low security. 

 

Fig. 4. Security feedback. 

C. Deployment container requirements 

The requirement for the deployment container is 
emphasized in the interviews as following. 

“Better monitoring strategies should be considered 
during the deployment with properly planned infrastructure, 
otherwise, maintenance will be hard.” (SE Professional  3). 

As per the statement, it is clear the SE professionals 
struggle with monitoring, deployment, and infrastructure 
utilization support provided by MSA influencing the cost 
factor of the client negatively due to the maintenance. But it 
also mentions these concepts need to be properly planned, 
which means there is a way that we can control the above 
aspect to improve and give a cost-benefit for the client. 

Further, the survey extracts the following information as 
in Fig.5 with respect to the deployment infrastructure, and 
73.1% of responses represent on/above average complexity 
so it is an important finding on the true complexity of the 
deployment. As a result, deployment complexity should be 
addressed with proper tools then clients receive the benefit. 
Further, infrastructure resource utilization is average/above 
considering 84.7% of responses in that aspect, so client 
solutions should be finalized with that understandings.

 

Fig. 5. Deployment Complexity and Infrastructure. 

D. Client requirements 

It is difficult to judge the client and it extracts per the 
findings of the interviews as follow 

“Client is always worried about the price and quality 
but not the technology. It depends”    

- SE Professional 2 

Understanding the above statement is also clearly 
illustrated in Fig.6 based on survey findings on how 
industry experts answered their thoughts about the client 
expectations. Most of the senior leadership accept clients’ 
most expectation for cost reduction and they do not rely on 
the underlying technology while some also think 
infrastructure resource utilization and product quality is 
equally important. 

 

Fig. 6. The perspective of SE professionals about their clients

 

 

Fig. 7. Theoretical framework for Microservices(MS) developments
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As per overall understand, though MSA has challenges, 
the industry continues on MSA solutions. But those 
challenges indirectly support to increase in the cost of the 
projects. 

V. RECOMMENDATION 

By considering the overall aspects of the use of MSA in 
different aspects, it is recommended for the organization to 
follow the basics before moving with MSA addressing the 
specific requirements of the client in their design of the 
solution. Incorporating an overall understanding of the 
findings, a theoretical framework is introduced as a 
guideline for SE professionals to use for evaluating 
different possible options available for discussion among 
all the stakeholders 

In Fig.7, the high-level theoretical framework is 
introduced based on the above literature, survey result, and 
answers to the interview questions. Further our individual 
experience is also used when retrieving some components 
on the introduced framework. SE Professionals can use this 
framework as a guideline for discussion catering to the exact 
need of the client appropriately can be adapted. The 
framework breaks into the following 8 major components; 
Service Identification, Front-end Solution Layer, 
Application Security Layer, Observability, Deployment 
Platform, Data Stored Layer, and CI/CD integration layer. 
Moreover, the framework is consists of Reporting, a Pre-
built Development Environment, Accessing Third Party 
Services, and Data security.  

A. Service indetification 

As per the interview carried out with industry persons, 
it is cleared design need get more times and hence 
developers might facing some issue with delivering 
implementation on time. Hence Service Identification 
process is introduced to the theoretical framework so that 
similarly services can be reuse without spending time on re-
developing the same thing. It is a process that an 
organization should define. Based on the requirement SE 
professionals need to break down the solution into 
microservices, once finalized the services that they need to 
check that defined services are in the organization service 
repository which is a centralized code management system 
(e.g. GitLab) and have a full set of functions that 
microservice can do. So that the few services are utilized 
from the repository and save the development time. Also 
identified new services should be developed as reusable 
components and need to add into a centralized service 
repository to use by other projects. 

Then to speed up development and minimize the re-
work pre-build development environment should be 
available, for example, logging, auditing kind of common 
concerns should be addressed by developing a library to 
match with each programming language and need to build 
into the development environment. 

B. Front-end solution layer 

This layer consists of applications where the end-user 
interacts. Web and mobile APP can be considered as main 
applications and sometimes another backend system may be 
a front-end application. At a high level, any application or 
system sending requests to the framework can be considered 
as a front-end application. So when developing these front-

end applications if the organization can consider this as 
micro-front ends, it can be reused in various similar needs 
so that it will reduce time and effort. 

C. Application security 

Based on the literature review and result of interview 
answers, it is clear that providing security to each individual 
microservice is time-consuming work. Hence Application 
security layer is introduced to the framework so that security 
can be managed centrally. This layer mainly consists of API 
gateway and Service discovery. The main function of API 
gateway is to filter out malicious requests, authenticate and 
authorize requests before they reach the deployment 
platform. Also, throttling can be managed from this layer 
where it can be configured number of concurrent requests 
allowed for a particular API call. Hence focusing on each 
individual service’s security can be avoided and it will be a 
huge effort and time-saving for the organization and also 
benefits can be transmitted to into client as well. 

Service discovery controls what are the services 
available in the deployment platform. So, if any service is 
added to the platform, it will not be visible to the outside 
(front-end layer) till that service is added to service 
discovery. So the service discovery is playing a major role 
to add services into the platform and remove services from 
the platform and in that way, it will control service level 
accessibility.  

Once this layer is established there is no additional 
effort to do with each microservice development and 
deployment so it will help to overcome the drawback of 
MSA security concerns and finally it saves a lot of money 
for the organization. 

D. Observability  

Then the most important part of the framework is to set 
up the one-time deployment platform and observability. 
According to the understanding, we gathered from the data 
analysis it was recognized log analytics and health 
monitoring of microservice is very important. Observability 
was added to the theoretical framework to achieve that 
aspect. There are a lot of open-source tools to configure 
observability to do log analytics, distributed tracing, and 
monitoring which includes performance monitoring and 
stats monitoring. So, when developing the microservices, 
developers should not worry about the observability and the 
underlying deployment framework will provide the 
observability, so that application support after production 
deployment won't be a hassle anymore and it addresses most 
of the challenges discussed in the literature. Finally, it 
benefits the organization in terms of resource and cost. 

E. Deployment platform 

Although MSA is used to strengthen the solution, one 
key factor we extracted from the interview is if better 
monitoring strategies were not accomplice when deploying 
microservice there can arise maintenance issue. To 
overcome that deployment platform is introduced with the 
theoretical framework. The deployment platform consists of 
Docker, Kubernetes, and MSA design partners like circuit 
breakers and toolset to support the event sourcing especially 
to full fill reporting requirements. At a high level, individual 
microservices deploy in docker containers and these docker 
containers are managed by Kubernetes. Also, Service mesh 
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can be introduced to facilitate and manage service to service 
communication with fault tolerance way. So if an 
organization can set up this one-time deployment 
environment, services deployment will be very easy and all 
the difficulties face once traditional services deployment 
will be overcome. Further infrastructure wise it will be huge 
cost saving when it considers the large scale of solution 
deployments. 

F. Data store layer 

There should be a unified centralized place to store data 
related to developed microservices. Data store layer is 
added to the theoretical framework to have a completeness 
over the entire solution when developing MSA. In this layer, 
an organization can define any relational database like 
MySQL, PostgreSQL, Oracle, or any NoSQL databases like 
MongoDB. So this database server is centrally managed and 
needs to create individual databases inside the server to cater 
to each microservices unique requirements. So in that case 
developer, no need to worry about the database management 
part and a dedicated team will be taken care of the data store 
layer and which will benefit in every means. 

G. Cross-concern layer 

In this framework, reporting (auditing), pre-built 
development environment, accessing the third-party 
services and data security can be considered as cross-
concern where this requires in most of the microservices. 
So, if an organization can develop common frameworks for 
these items there won't be any repeated tasks be carried out. 
For example, if a service requires a report, it should be a 
matter of enabling a flag in the configuration file or 
annotate a particular function so that it will automatically 
start to send some events into reporting service. So, with 
minimum development effort developer will be able to 
enable a particular feature. Similarly, if an organization can 
come up with a common implementation that will give 
more benefit than the traditional way of development while 
addressing a lot of challenges faced in the practical 
implementation of MSA. 

H. CI/CD integration layer 

This layer will reduce the deployment time which was 
another concern raised by SE professionals. CI/CD defines 
continuous integration and continuous deployment. So, with 
this CI/CD implementation from source code development 
to applications deployment into production can be 
automated including executing unit tests, integration tests, 
code quality checks, code security checks, vulnerability 
checks, penetration testing, etc. To do this, a pipeline needs 
to be created and configure according to the requirement. 
Jenkins is a well-known tool for build automation. So once 
deployed in the production, the service discovery module 
should be capable of adding a new service into its registry. 
By automating this complex deployment process it will be a 
huge cost saving for any organization when working on 
multiple projects because now you have a centralized 
deployment platform to deploy and test the services before 
delivering to the client which will be benefited for the client 
in terms of the project cost and it also supports over to 
overcome deployment complexity currently faced by 
industries. 

VI. CONCLUSION 

There are a lot of researches carries out about MSA and 
none of them has introduced proper implementation 
guidelines. So in the literature review, identifies the features 
of MSA architecture and also what are the limitations, 
drawbacks, or challenges involved with them. Also, the 
conducted survey with a specific set of questions identifies 
how the industry accepts those challenges. Not only that but 
also conducted interviews with SE professionals by asking 
specific questions further implies the challenges they see 
when implementing with MSA. Based on all the inputs, 
although there are many benefits associated with MSA, it 
can be unnecessarily complicated due to the different ways 
in which it is used and some of its limitations. Proper use of 
technologies with MSA can alleviate those difficulties. But 
people in the software industry have different levels of 
knowledge and they provide solutions according to their 
point of view. Therefore, in some implementations, it is not 
possible to get the real benefit of it. But if they have some 
guidance to adapt, they can minimize the difficulties that 
arise in SDLC. In this research, proposing a theoretical 
framework as a solution to address each issue theoretically 
and which will be easily implemented in the practical world 
as well. Anyone can use it to upgrade every aspect of their 
organization's SDLC. It will make both organizations and 
clients are added benefits in time reduction, cost reduction 
while giving high-quality software with high 
maintainability. 
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Abstract - An Information Technology (IT) project deals 

with IT infrastructure, information systems, or computers for 

delivering an IT product within a temporary period. Proper 

application of software development methodologies assists 

software designers to run IT projects to the success of 

achieving the satisfaction of project stakeholders. Because of 

the issues raised by traditional software development 

methodologies such as the Waterfall model, the IT industry 

began to employ Agile methodology for IT project 

management. However, due to the separation of software 

development and operation teams, Agile methodology also 

caused problems. DevOps is a new approach adapted to the 

Agile methodology that collaborates the software 

development and operation teams in order to provide 

continuous development of high-quality software in a short 

period of time. However, there are practical issues reported 

since DevOps approach is still in its infancy in the IT industry. 

The purpose of this research is to analyze the use of the 

DevOps concept in IT Projects by evaluating the challenges 

and mitigating strategies practiced by software development 

firms in order to ensure the success of IT projects. This 

purpose was achieved by performing a literature study and 

soliciting recommendations from industry professionals using 

a questionnaire survey. The findings reveal the critical 

challenges and prioritization of challenges experienced by 

software firms while adopting DevOps, as well as their 

practices for overcoming those challenges. The research 

findings will help IT project development teams and future 

researchers to develop strategies for making the success of 

DevOps adoption with Agile methodology in the IT industry. 

Keywords - DevOps, DevOps challenges, overcoming 

strategies 

I. INTRODUCTION 

A non-routine complex and single-time effort limited 
by time, budget, and resources targeted to achieve 
stakeholder expectations by developing a product or service 
is considered as a project. [1] The project deals with 
Information Technology (IT) infrastructure, information 
systems, or computers considered as an IT project and it 
produces IT product or service such as software. However, 
it is not easy for IT project developers to achieve all the 
expectations of project stakeholders with running projects 
to the success. There are project failures reported in the IT 
industry. Proper application of the IT project development 
principles provides directions to the project managers for 
their success while reducing the risks which force the 
project failures. Different types of IT project design and 
development methodologies provide principles and 
standards to manage projects for achieving success [1]. 
When it comes to the IT industry, there are several software 

development methodologies are practiced for achieving the 
success of IT projects. 

 The traditional and famous software development 
methodology used by project managers is known as the 
Waterfall model [2]. It uses a sequential process to develop 
software.  More than the Waterfall model, Iterative Model, 
Spiral Model, V-Model, Big-Bang Model [3] also used as 
the software development methodologies. However, IT 
project developers faced problems with adopting those 
methodologies since those were not having a flexible 
development process. Inefficiencies of those methodologies 
forced the introduction of a new software development 
methodology that separates the development process into 
several sprints called Agile methodology. It reduces the 
problems of previous methods by encouraging adaptive 
planning, continual improvement, and deliver projects with 
less time to the customer [4]. However, again IT project 
managers could find inefficiencies of this Agile 
methodology. Because it is a developer-centered method 
than the user-centered [5]. 

These requirements lead to introduce a new approach 
to the Agile methodology called DevOps (Development and 
Operations). It allows development and operations experts 
to participate together in the entire system development 
process and now it has become an essential part of the 
software industry [6]. Theoretically, lots of benefits offered 
by the DevOps approach along with the Agile software 
development methodology but there are practical issues 
reported in the industry. However, this industry experience 
is not frequently surveyed and reported by researchers since 
this is an emerging concept [6]. And no more researchers 
focused to study these challenges and overcoming strategies 
with comparing literature survey results with the industry 
experiences. The focus of this study is to analyze the use of 
the DevOps concept in Information Technology Projects by 
observing the challenges and mitigating strategies practiced 
by software development companies while making the 
success of IT projects. Following research objectives help 
to achieve the main purpose of the study. 

a. Research objectives 

• To identify challenges for applying the DevOps 
approach in IT Project Development. 

• To study the mitigating strategies for facing the 
challenges of DevOps adoption in IT project 
Development. 

  These research objectives were achieved by 
answering the following research questions. 
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b. Research questions 

RQ1- What are the challenges experienced by software 

companies for adopting the DevOps approach in 

Information Technology projects? 

RQ2-What are the mitigating strategies employed by 
software companies to make the success of Information 
Technology projects? 

I. RELATED WORKS 

A project is defined by Kathy Schwalbe as “a 
temporary endeavor undertaken to create a unique product, 
service, or result”.  It involves a person or a large number 
of people, complete within a small period or long period, 
and ends with achieving its predefined target [1]. Among 
the various types of projects, IT projects develop hardware, 
software, and networks as the results [1]. And Kathy 
Schwalbe stated that software development methodologies 
help IT project developers to improve the efficiency of their 
project development practices and it is mandatory to earn 
advantages and goodwill in the competitive market.  

Traditional software development methodologies such 
as the Waterfall method apply a sequential method for 
developing Software. Therefore, it was not allowed rapid 
changes and poorly supported to increase the efficiency of 
the software development process [4]. According to the 
previous studies, user involvement is important over the IT 
project development life cycle and those requirements were 
caused by the origin of Agile methodology [7]. Recent 
estimates proved that more than 90% of IT companies 
practice the Agile method for their software developments 
[5]. However, unsolved problems remained in the IT 
industry while practicing this Agile methodology. The 
problems are raised by the lack of cooperation with 
software operation and development teams [8]. Due to 
these queries, Agile methodology improved with a new 
approach called DevOps (Development and IT 
Operations). 

DevOps was defined by Andrej Dyck and Ralf Penners 
as “an organizational approach that stresses empathy and 
cross-functional collaboration within and between the 
development and operation teams in software development 
organizations” [9]. And DevOps was discussed as a 
software development method that extends the agile 
philosophy to rapidly produce software products and 
services and to improve operations performance and 
quality assurance by Maximilien De Bayser in 2018 [10]. 
Not only that, an in-depth case study conducted in an 
organization which was having several years’ experience in 
DevOps argues, DevOps leads to great smartness for the 
Information Systems through the soft skills and pattern of 
collaboration of the software teams [5].  Similarly, many 
researchers verified lots of benefits offered by this DevOps 
approach. Mainly it reduces the project completion time, 
improves software quality and improves customer 
satisfaction. But again, some practical issues are reported 
in the industry with the application of this new concept in 
Agile methodology. There are few researchers who were 
focused on this industry experience [6]. 

Most of the related studies have identified that 
developing high secured software is a main challenge of the 
DevOps approach [11], [12], [13]. But no value for the 
software which is not fixed with high security. This can be 

forced by another DevOps challenge reported as the 
problems in testing practices. According to similar studies, 
the whole testing process needs to be changed with the 
adoption of DevOps [14], it consumes more time [15] and 
difficult to find expertise [16], and also there are no 
interesting testing tools available [11], since DevOps is an 
emerging method to the IT industry. 

Similarly, recent empirical studies demonstrate that 
there are no existing guidelines on developing high-quality 
logging code [17], and it is challenging to achieve 
transparency on quality delivered by different teams [18], 
and hard to balance the quality and speed of the software 
development process [19] [20]. Because DevOps increases 
the speed of the software development process while 
reducing the project completion time, it is a challenge to 
maintain and improve the quality of the software. 

Lack of technical infrastructure for adopting DevOps 
is also identified as a challenge for IT project management 
by different recent researchers [21] [23]. There are little 
amounts of tools and technologies available for DevOps 
and those are very complex and difficult to use [22]. This 
can be raised by the problems of the IT industry such as; 
lack of experts on DevOps concept and lack of DevOps 
knowledge and experience of the people who are working 
in the DevOps groups. Not only the technical problems, but 
researchers have emphasized many phycological problems 
raised by the interconnection of software development and 
operation teams. They are separated teams and sometimes 
work in different locations. DevOps is integrating those 
two groups with reducing the gap between them and it 
forces on these types of problems. Changing the habits of 
people is challenging. Resistance to change is recognized 
by many studies as a challenge to DevOps adoption. [24] 
[25]. Also, social and cultural changes of the organization 
and project teams provide barriers to adopt the DevOps 
approach [26] [27] [28]. Changing the organizational 
process to DevOps with collaborating different teams is 
another challenge created by this new approach [29] [30]. 
According to Jose M Delos, it is difficult to find people who 
are having good knowledge and experience about the 
DevOps concept from the industry [33]. And also, the lack 
of awareness of the project designers and team members 
about this DevOps approach provides barriers for adopting 
it with Agile methodology [32] [31]. The same as previous 
studies mentioned that poor management support for 
adopting DevOps is a biggest challenge and this can be a 
reason for the unawareness of project team leaders and 
managers about the greatest returns of this DevOps 
approach [12] [20] [26]. 

Similarly, a study conducted for evaluating the Impact 
of DevOps Practice in Sri Lankan Software Development 
Organizations has mentioned that DevOps adoption 
consists of hidden costs and it raises problems related to the 
budget [34]. Cost can be increased while absorbing 
consideration to reduce the project completion time. And 
most of the similar studies mentioned that it is very difficult 
to achieve the compatibility between the DevOps approach 
and legacy systems of the organizations [29]. 

As DevOps is an emerging concept attached to the 
Agile methodology in the software development industry, 
there is a small number of studies focused on this DevOps 
approach. Therefore, no more researchers focused on the 
challenges given by this new approach to the success of the 
software development process and, strategies are practiced 
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to solve those problems by IT project team members. This 
study collected challenges for adopting DevOps with Agile 
methodology that exist in literature. Since not many 
researchers focused on this area, this study focused to study 
more about those challenges and practices for mitigating 
those problems used by IT project teams from the real 
experience of the IT industry using a questionnaire survey. 

II. METHODOLOGY 

The research followed a systematic literature review 
study and a questionnaire survey study to identify the 
challenges for adopting the DevOps approach, and the 
strategies that can be used to overcome those challenges for 
making the IT projects successful. The literature review 
used to study DevOps challenges identified by similar 
studies and to perceive the practices utilized by IT projects 
team members for facing those challenges. The 
questionnaire survey was used to achieve the research 
objectives more practically by observing the real-time 
opinion of IT project development team members about the 
challenges for adopting DevOps in software development 
and practices utilized by IT projects team members for 
facing those challenges. 

The literature review study was conducted by a 
systematic mapping research method. This systematic 
mapping research method helps to survey the state of the 
art of research areas that are not yet mature [35]. Search 
terms formed based on the research questions as “DevOps” 
AND “Challenges”, “DevOps” AND “Overcoming 
Strategies”, “DevOps” AND “Evolution” and “DevOps” 
AND “Software Development Methodologies”. These 
search terms were used to download relevant and similar 
publications from the Google Scholar, Emerald Inside, 
Web of Science, and Google Search Engine to fulfill the 
research purpose. Then following inclusive and exclusive 
criteria were used to select more related papers to this study 
from the downloaded publications. 

Inclusion Criteria 

• Literature discusses the Software Development 
Methodologies  

• Literature discusses the evolution of DevOps 

• Literature discusses the challenges of DevOps 
adoption in IT projects 

• Literature discusses the overcoming strategies of 
DevOps challenges 

• Literature published after the year 2015 

Exclusion Criteria 

• Literatures not related to the purpose of the study 

• Literature published before the year 2015 

• Inaccessible literature 

• Duplicated literature 

Afterward, the title of papers used to identify more 
related publications to the research objectives, and as the 
next filter, abstract and keywords of the selected papers 
helped to screen most related publications from the above-
selected list. Finally, the study was conducted by reading 
the full paper of the most relevant literature which was 
selected from this systematic approach as shown in Fig. 1. 
By reading the full text of the most related literature, this 
study identified DevOps as an approach to the software 
development practices and filtered challenges of DevOps 

adoption for the success of IT projects. As same as it 
surveyed the mitigating strategies for facing challenges of 
the DevOps adoption. Finally, it identified most specified 
challenges and mitigating strategies by similar studies. 

As the next step of the study, a descriptive 
questionnaire survey was used to investigate the actual 
opinion of IT project team members about the use of 
DevOps concept for making the success of their project 
developments. Variables for the survey were defined as 
DevOps challenges and mitigating strategies for those 
challenges. The questionnaire used to collect opinion from 
the industry DevOps practitioners about the survey 
variables. Those variables were measured using questions 
which were designed according to the indicators 
emphasized by the literature review as listed in Table I and 
Table II. As same as it used to examine the more challenges 
and practical strategies used for overcoming those 
challenges that were not focused on by other researchers. 
This helps to answer the first and second research questions 
while achieving the research objectives. The questionnaire 
consists of questions about the background information of 
respondents, questions to measure respondent’s awareness 
of the DevOps approach, questions for measuring the 
respondent’s opinion about DevOps challenges identified 
by the literature review, and questions to validate strategies 
suggested by other researchers for overcoming DevOps 
challenges. The opinion of the DevOps team members who 
filled the questionnaire was measured by the Likert scale. 
Finally, those measurements are used to rank the challenges 
and mitigating strategies. As same as, the questionnaire 
asked respondents to express the idea about other 
challenges and mitigating strategies they practically 
encountered with adopting DevOps. Finally, the research 
compared literature review results with results of the 
questionnaire survey and discussed the most important 
challenges that need to provide attention for making the 
success of IT projects with adopting to DevOps concept 
and most practical mitigating strategies can be used to 
overcome those challenges. 

 

 
Fig. 1 Approach for selecting related studies 
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III. ANALYSIS 

This section includes an analysis of the literature review 
and questionnaire survey. Initially, the systematic literature 
review was conducted through the methodology discussed 
in the previous section. It began with downloading 192 
papers using search terms as “DevOps AND Software 
Development methodologies”, “DevOps AND Evolution”, 
“DevOps AND Challenges”, and “DevOps” AND 
“Overcoming Strategies”. Then 34 papers were eliminated 
based on the exclusion criteria mentioned in the previous 
section. As the next step, papers with relevant titles were 
included in the review list as 98 papers. After that, 
keywords and abstracts of those selected papers were 
reviewed and that helped to filter the final set of most 
relevant 31 studies for the review. 
The systematic literature review was conducted by reading 
full texts of thirty-one selected studies and it could identify 
many challenges faced by DevOps project team members 
and also the same challenges have been presented by 
different authors in various styles. Here all the challenges 
were listed in one place and categorized into similar groups. 
Based on that summarization, twelve challenges were 
identified that faced by IT project management teams for 
adopting the DevOps approach with the Agile software 
development methodology. As the next step, the frequency 
of each challenge identified by other researchers was 
surveyed by the literature review and finally ranked those 
challenges according to the above-calculated frequency 
value. As same as the challenges, the literature review used 
to identify strategies discussed by other researchers for 
facing those challenges. However, it could identify only 
four strategies discussed by other researchers for facing the 
difficulties of the DevOps adoption since no more 
researchers focused on this field. The results of this analysis 
are discussed in the next results and discussion section. 
More than the systematic literature review, this research 
was conducted as a questionnaire survey according to the 
method discussed in the previous section. Population for 
the survey was the industrial practitioners who have 
working experience with the DevOps approach. Sample for 
the study was selected from the population as 100 industrial 
practitioners. The online questionnaire was designed using 
Google forms and distributed to the sample industrial 
practitioners of the study. Finally, 63 completed answers 
selected for the analysis.  
The questionnaire included main four sections and the first 
two sections were used to analyze background information 
about the repliers, such as their age, gender, experience on 
the DevOps concept, and their opinion about the DevOps 
adoption. Third section of the questionnaire focused on 
answering the first research question of the study. It 
provided a list of the most common challenges filtered from 
the literature and collected opinions about those challenges 
from the recipients using the Likert scale. The answers 
collected from this section were analyzed by ranking the 
challenges based on the opinion of respondents. Those 
results compared with the results of literature review and 
finally identified the most affected challenges to the 
DevOps practices. Not only that, it collected existing 
challenges for DevOps which were not focused on by the 
researchers.  
As same as the third section of the questionnaire, the final 
section also used the Likert scale to evaluate the opinion of 

the respondents about suggested strategies for solving the 
challenges of DevOps adoption. Those strategies also 
suggested using the results given by the above literature 
survey. This section provides the answer to the second 
research question. The answers given by respondents 
through the Likert scale were used to calculate the rank of 
each suggested strategy. According to that, this study could 
suggest the best strategy for facing the challenges given by 
DevOps adoption to make the success of IT projects. Not 
only that, the questionnaire was used to collect more 
practices which are not included in the questionnaire 
applied by the respondents to solve the problems of 
DevOps adoption. 

IV. RESULTS AND DISCUSSION 

 Initially, the systematic literature review was used to 
examine the challenges and overcoming strategies of 
DevOps adoption identified by the related studies. It was 
conducted by reading thirty-one related studies and it 
identified many challenges faced by IT project 
management teams for adopting the DevOps approach with 
Agile methodology.  

TABLE I. CHALLENGES IDENTIFIED BY LITERATURE REVIEW FOR 

DEVOPS ADOPTION 

No Challenge Identifies Literature 

C1 

Difficult to change the 

organizational culture for DevOps 

adoption 

[7] [9] [11] [12] [14] [16] 

[17] [18] [20] [22] [23] 

[28] [29] [30] [32] [34] 

C2 

Difficult to find experienced and 

knowledgeable people to support 

DevOps practices 

[7] [9] [13] [14] [17] [20] 

[22] [23] [27] [28] [29] 

[32] 

C3 
Lack of management support for 

DevOps adoption 

[10] [12] [13] [14] [16] 

[18] [22] [23] [28] [29] 

[30] [32] 

C4 
Difficulties for adopting an 

organizational process to DevOps 

[11] [12] [13] [17] [16] 

[18] [19] [30] [32] [18] 

C5 
Difficult to change the habits/ 

mindsets with DevOps practices 

[3] [7] [9] [10] [13] [18] 

[20] [22] [23] [29] 

C6 

Difficult to replicate complex 

technology environments needed 

for DevOps. 

[11] [14] [15] [16] [17] 

[22] [24] [27] [30] [33]   

C7 

Difficult to make collaboration of 

software development and 

operation teams 

[7] [10] [13] [14] [16] [19] 

[22] 

C8 
Achieving a secure DevOps 

development process is challenging 

[4] [6] [18] [19] [20] [21] 

[29] 

C9 
Difficulties for implement and use 

DevOps technology 
[15] [16] [20]  [21] [28] 

C10 
DevOps increases the complexity of 

the developing process. 
[2] [12] [17] [28] 

C11 

Difficulties for moving from legacy 

systems to DevOps tools and 

techniques 

[11] [20] [28] [29] 

C12 
Project cost can be increased by the 

DevOps practices 
[16][23][29] 
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Different authors have presented these challenges in 
different ways. This study mapped identified challenges 
into main twelve areas and ranked them according to the 
frequency of each challenge identified by previous studies 
as shown in Table I. In the same way, those related studies 
presented some tactics that can be used for facing the 
challenges and this study mapped those strategies into four 
main areas with ranking according to the frequency of each 
strategy identified by other researchers as shown in Table 
II. The next part of the research used to validate and analyze 
DevOps adoption challenges and mitigating strategies by 
collecting feedback from the people who are working in the 
IT industry and having experience with DevOps adoption. 
Sixty-three completed feedback could be collected from the 
hundred people who were selected as sample for the study. 
Finally, the most important challenges and mitigating 
strategies were presented and discussed by comparing the 
results of the literature survey and the questionnaire survey.  

TABLE II. MITIGATING STRATEGIES IDENTIFIED BY LITERATURE REVIEW 

FOR THE CHALLENGES OF DEVOPS ADOPTION 

No Overcoming Strategy 
Identifies 

Literature 

C1 

Establish communication, platform, 

procedures, and tools for enhancing 

communication between software 

development and operation teams. 

[35] [36] [37] [15] 

[32] [29] [34] [33] 

C2 

Improve knowledge about DevOps 

adoption through recent research 

findings. 

[37] [32] [34] [33] 

C3 

Rearrange the development group to 

include people who have good 

experience with DevOps. 

[3] [32] [33] 

C4 
Communicate and celebrate the 
success of DevOps in the development 
process. 

 [3] [34] 

 

The first section of the questionnaire was used to 
identify the demographic profile of the participants. 
According to that, most of the respondents were male 
(94%) and 61% of participants represent their age group 
between twenty years to thirty years and 36% represent 
from thirty to forty years. The Education level marked 
completed the bachelors by 70% and other 19% of the 
participants have completed the Masters and rest of 11% of 
the participants have a Diploma. 

All respondents were working in the IT industry and 
50% of the sample were experienced people in the IT 
industry for one to five years. And 33% of respondents 
have worked more than five years in the IT industry and the 
rest of the 17% also was working in the IT industry from 
the last year. More than the industry experience, the 
questionnaire was used to identify their job role in the IT 
project management team. Sample of the study consists of 
20% of project team leaders/managers, 40% of software 
developers, another 11% of software testers, 13% of 
software operators, and the rest of other 16% also working 
as project team members. Some of the responses mentioned 
that they were working in more than one job role.  

Experience on DevOps of the respondents was 
collected by the second part of the questionnaire and all of 
them agreed that DevOps provides a good impact on their 
projects as shown in Fig. 2. This result emphasizes the 
importance of examining the DevOps approach and it will 

be very useful for the software development companies in 
the IT industry.  

Out of sixty-three participants, sixty repliers (94%) 
practice DevOps in their team. Other three participants also 
mentioned that they have a good idea about this DevOps 
practice. Most of the repliers (38%) have experience on 
DevOps for one to two years and 36% of them were 
working in the DevOps team from last year. Rest of the 
responses represent 27% and they have DevOps experience 
over two years. 

 

 

 

 

 

 

 

 

Fig. 2 Impact of the DevOps for making IT projects success 

 
 
Fig. 3 Experience in DevOps approach of the responses 

This DevOps experience of the participants 
graphically displayed in Fig. 3. However, their DevOps 
working groups consist of less than ten members for 38% 
and other 36% were working in the DevOps group which 
has more than ten members. According to the opinion of 
the repliers, 48% of them have estimated their 
understanding of DevOps concept as in “Average” level, 
and 30% mentioned their knowledge as in “Good” level. 
Further, 14% of respondents have “Extensive” knowledge 
about this DevOps adoption while 6% of them don’t have 
very good ideas. Rest of the respondents (2%) have stated 
that they are having limited understanding about this 
DevOps concept as shown in Fig. 4. 

Next section of the questionnaire targeted to validate 
the challenges identified by the literature review with the 
actual opinion of DevOps practitioners. And to identify 
more available challenges practiced by the IT project team 
members while adopting DevOps with Agile methodology 
which were not focused on by other researchers. The five 
points Licker’s scale used to measure how those barriers 
are challenging to them and to identify the most affecting 
challenges by ranking them according to the overall values 
of each challenge. The overall level was calculated by 
multiplying the number of responses for each level of the 
Likert’s scale by weight for the respective level. 
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Fig. 4 Response’s knowledge about DevOps 

 Table III shows the challenges according to their ranks 
which are calculated by the number of responses for 
different levels of each challenge.  

According to the analysis of results from both 
literature review and questionnaire survey, changing the 
organizational culture for adopting the DevOps concept 
with Agile methodology has become the first ranked 
challenge faced by IT project management teams. Culture 
of an organization is the common assumptions practiced by 
the people who are working in that organization. DevOps 
collects the software development and operation teams 
over the project lifetime with changing the culture as 
working separately. Therefore, it is providing the biggest 
challenge to adopt DevOps practices to make the success 
of IT projects.  

As claimed by the questionnaire survey, achieving a 
secure DevOps development process is ranked to the 
second place and it has ranked to the eighth place in the 
results of literature review. A main target of DevOps is to 
reduce the project completion time. Security can be 
reduced while providing more attention to decrease the 
project completion time. Therefore, it has become a very 
important challenge from the practical opinion of the 
industry people. But this is not captured by many 
researchers who study the DevOps challenges. According 
to the literature review study, the second important 
challenge is the difficulty to find experienced and 
knowledgeable people to support DevOps practices. This 
problem can be raised because this concept is emerging in 
the industry. Responders for the questionnaire also marked 
this as an important challenge and they have raised this 
problem into the fifth step of the challenges list. 

Managers and Leaders’ support for making the success 
of DevOps adoption is less based on this study. Most of the 
researchers have emphasized this problem and it is the third 
challenge identified by the literature review. When it comes 
to the practical opinion of DevOps team members, they also 
mentioned it as an important challenge and it ranked to 
seventh place of the challenges list. Most of the managers 
and other IT project team members are not aware about the 
DevOps concept since it is new to the IT industry. It is 
proved by the feedbacks of the questionnaire survey as 
shown in Fig. 4, nearly half (47.6%) of the participants 
marked their knowledge about the DevOps as “Average”. 
Therefore, they don’t have a good idea about the benefits 
of DevOps and not motivated to adopt DevOps advantages 
to their organizations. 

 According to the questionnaire survey, the third 
important challenge is to achieve compatibility between 
DevOps and legacy systems.  

TABLE III. CHALLENGES IDENTIFID BY QUESTIONNAIRE SURVEY FOR 

DEVOPS ADOPTION 

No 
Challenge 

No of responses  

Ove

rall 

valu

e 

1 2 3 4 5 
 

Weight  1 0.75 0.5 0.25 0 

01 

Changing deep-

seated company 

culture to support 

DevOps adoption 

is challenging.  

16 12 17 15 4 33.5 

02 

Achieving a 

secure DevOps 

development 

process is 

challenging.  

7 27 13 9 8 33.5 

03 

It is challenging to 

achieve 

compatibility 

between DevOps 

and legacy 

systems.  

11 12 24 14 3 32.5 

04 

Adapt 

organizational 

processes to 

DevOps is 

challenging. 

8 19 13 20 4 30.7 

05 

Difficult to find 

experienced 

professionals to 

support DevOps 

practice.  

13 11 17 16 7 30.5 

06 

Difficult to 

replicate complex 

technology 

environments 

needed for 

DevOps.  

6 18 18 18 4 30.5 

07 

Difficult to obtain 

management 

support for 

DevOps practices.  

8 11 17 24 4 27.7 

08 

There are hidden 

costs associated 

with DevOps 

adoption. 

6 13 22 16 7 27.5 

09 

DevOps increases 

the complexity of 

the developing 

process.  

8 11 16 12 17 26 

10 

Difficult to make 

the collaboration 

between 

Development and 

Operations. 

4 12 18 21 9 25.2 

11 

Hard to adapt 

mindsets to 

achieve successful 

DevOps.  

4 13 12 29 6 25 

12 

Hard to implement 

and use DevOps 

technology. 

3 12 20 22 7 24.2 
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Because the DevOps approach changes the whole 
process of the project completion. It is required to have the 
best idea about the DevOps adoption and legacy systems 
for facing this challenge. Therefore, feedback from the 
industry survey ranked this to the third point but this is not 
focused on by many researchers like other challenges and 
this is the eleventh challenge in the literature review 
challenge list. However, this is a very considerable 
challenge for the adoption of the DevOps approach to make 
the project’s success and it is a good area to research for 
future researchers. 

Problems with adapting organizational processes to 
DevOps also recognized by many of the previous studies 
and also responders of the questionnaire survey have 
marked this as an important challenge. Whole 
organizational process is changed while adopting DevOps 
and it converts the organizational hierarchy. Because of 
that, this problem has become the fourth challenge of both 
DevOps challenge lists. As same, the fifth challenge 
identified by the literature review is difficulties for 
changing habits of team members and their mindsets. It is 
very difficult to change human habits without improving 
their motivation. Therefore, it is very important to motivate 
IT project team members by informing them about the 
advantages of DevOps adoption to make projects 
successful and their improvements. However, this 
challenge is not in the top list of the challenges of the 
questionnaire survey. 

The sixth rank of both challenge lists marked as 
difficult to replicate complex technology environments 
needed for DevOps. Here many researchers identified 
DevOps technology as complex and respondents for the 
survey also agreed with that problem. The next important 
focus is the project cost. Small number of literatures have 
identified increasing project cost with DevOps adoption as 
a challenge and it has become the last problem of the 
challenges identified by literature. But from the actual 
opinion of project team members, this challenge was raised 
into the eighth place of the challenge list of questionnaire 
surveys. It is very challenging to balance the time, quality, 
and cost of the IT projects. Those three are the triple 
constraints of projects. Project cost can be increased while 
reducing the project completion time by DevOps. 

However, challenges identified by the literature review 
were proved by the questionnaire survey and most of the 
psychological challenges were identified by many previous 
researchers. That reason raised those challenges into the top 
list of the challenges identified by the literature review 
study. Other than the challenges stated in the other similar 
research papers, responders for the questionnaire have 
mentioned more practical challenges they face with 
adopting DevOps as follows; 

 

• DevOps using lots of tools and too much focus on tools 

• Moving from legacy infrastructure to microservices is 
challenging.  

• Implementation of DevOps for projects based and 
product based companies is difficult. 

• Sometimes DevOps might be overhead. 

• Challenges come from the technology changes. 

The questionnaire survey was also used to identify the 
methods that IT project team members use to manage the 
above-mentioned challenges. The questionnaire survey 
analysis suggested four strategies that can be used to solve 
DevOps challenges which were identified by the initial 
literature survey and those methods are shown in Table IV. 
To meet the challenges posed by DevOps adoption, the 
majority of them establish communication, platforms, 
procedures, and tools to improve communication between 
software development and operation teams. Therefore, in 
both questionnaire surveys and literature study, this option 
has become the first strategy for dealing with the challenges 
of DevOps adoption. According to the literature survey, the 
second strategy is to improve knowledge about DevOps 
adoption through recent research findings, and the third 
strategy is to rearrange the development group by including 
people who have good experience with DevOps. However, 
according to the results of the survey, all of these options 
are used by IT project team members, and they didn’t 
mention them as those are used frequently. In addition to 
above mentioned suggestions, they have answered the 
questionnaire by providing following practices for dealing 
with DevOps challenges as follows;  

• Use DevOps framework as CALMS (Culture, 
Automation, Lean, Measurement, and Sharing) 

• First, define a specific development flow for the team 
and the product. Then, for each operation point, 
identify experts and later synthesize their knowledge 
into a single document (diagram) 

However, small sample size is recognized as a 
limitation of the questionnaire survey and the results can be 
further generalized by improving the sample size. 

TABLE IV. STRATEGIES FOR OVERCOMING DEVOPS CHALLENGES 

No 
Overcoming Strategy 

Number of 

responses  Over

all 

value 
1 2 3 

Weight 1 0.5 0 

01 

Establish communication, 

platform, procedures, and tools 

for enhancing communication 

between software development 

and operation teams. 

37 19 8 55.25 

02 

Communicate and celebrate the 

success of DevOps in the 

development process. 

33 24 7 54.5 

03 

Rearrange the development 

group to include people who 

have good experience with 

DevOps. 

30 27 7 53.75 

04 

Improve knowledge about 

DevOps adoption through 

recent research findings. 

23 29 12 50.75 

 

V. CONCLUSION 

This research examined the adoption of DevOps 
concept in IT Projects by evaluating the challenges and 
mitigating strategies practiced by software development 
firms to ensure the success of IT projects. The research 
purpose was accomplished by obtaining responses for two 
research questions as “what are the challenges experienced 
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by software firms in adopting the DevOps approach in 
Information Technology projects?” as well as “what are the 
mitigating strategies employed by software firms to ensure 
the success of IT projects?”. A comprehensive literature 
review and a questionnaire survey were used to answer the 
questions. Results of the literature review and responses of 
the questionnaire survey were utilized to rank the 
challenges and mitigating strategies, and the rankings of 
both studies were compared. It answered the first research 
question, while the second question was answered by 
assessing the identified mitigating strategies practiced by 
the IT project teams using the questionnaire survey. Based 
on this, twelve major hurdles for adopting DevOps were 
identified and changing deep-seated company culture to 
support DevOps adoption is identified as the first ranked 
challenge in both studies. According to the frequency of 
attention by comparable researchers, the second and third-
ranked challenges are, difficult to hire experienced and 
knowledgeable people to support DevOps practices and the 
lack of management support for DevOps adoption. 
According to the DevOps practitioners, the second and 
third most important challenges are ensuring a secure 
DevOps development process and achieving compatibility 
between DevOps and legacy systems respectively. 
Moreover, it also revealed unfocused challenges 
experienced by IT project teams. The survey analyzed and 
ranked not only obstacles, but also mitigation techniques 
employed to tackle the issues. It revealed that, many IT 
project teams use the way of establishing communication, 
platform process, procedures, and tools for enhancing 
communication between software development and 
operation teams to lessen the problems of DevOps 
adoption. The questionnaire survey yielded further 
recommendations for ensuring the success of IT projects 
using the DevOps approach. These findings assist future 
researchers in developing a conceptual model for the 
critical success factors of DevOps and validate the 
conceptual model using primary data in order to reap the 
benefits of DevOps approach while reducing the hurdles 
associated with using DevOps in Agile methodology for 
enhancing the success of IT projects. 
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Abstract - Over half of all electrical fires in installations are 

caused by arcing due to poorly connected equipment or wiring 
system failures. Therefore, it is essential to detect arcs and 
interrupt them using a suitable protective device. This paper 
provides a modelling simulation and experimental approach 
to obtain arc voltage and current. The parameters for the 
theoretical model were turned based on the experimental 
results. A realistic case study was done to obtain the arc 
current under parallel and series arcs. As seen from the 
results, a parallel arc creates a current much higher than the 
load current, whereas a series arc current is often lower than 
the load current. Even though a parallel arc current may be 
detected by an overcurrent device, as it is often intermittent, 
it may not sustain to be captured by existing protection 
devices. Therefore, both parallel and series arc detection and 
interruption demand a reliable protection device. 

Keywords - arc current generator, - arc fault, arc detection 

I. INTRODUCTION 

 Arc-flash incidents occur every day in many electrical 
installations. Arcs are visible plasma discharges caused by 
electrical current passing through a normally non-
conductive medium, such as air. This is caused when the 
electrical current ionizes gases in the air. Fault arc is often 
followed by the partial evaporation of conductor material. 
Such an action in the conductor could cause an 
inflammation in the insulation and as a result, could lead to 
a fire. The most common causes of arcs are known to be 
worn contacts in electrical equipment, damage to 
insulation, kinks in a cable, cable damage caused by 
drilling or building work, loose-bolted connections, and 
defective wall plugs. It can also be generated by dropping 
tools, opening panels on damaged equipment, inserting or 
removing components from an electrified system, or even 
a rodent infestation. Although the conventional circuit 
breaker gives protection from overcurrent and Earth 
leakage current, they are not effective in protecting from 
dangerous arcs. The Arc Fault Circuit Interrupter (AFCI) is 
designed to analyse noise in the current signal, typically at 
100 kHz to respond fast enough to detect and break the 
circuit before causing a fire. To design an effective AFCI, 
it is important to model the arc current and voltage under 
many different operational possibilities and then use signal 
processing techniques to gather the signature of the arc 
current and voltage.  

In the literature, many techniques are reported for 
obtaining and analyzing arc signals. SeJi, Kim, and Kil [1] 
have implemented the phase analyses of series arc signals 
for low-voltage electrical devices such as heaters, 

computers, refrigerators, and air conditioners. The arc 
generator has been fabricated according to the UL6199 
standard [2]. The phase of detected series arc signals has 
been analyzed according to load types and finally, a new 
algorithm was proposed based on the result of phase-
resolved series arc analysis to identify types of loads. 
Taufik, Aarstad, and Kean [3] have presented the 
development of AFCI lab setup to characterize dc arc 
current in dc circuits operating at 24-80 V. Different 
scenarios for dc arcing occurrences in the development of 
the lab test setup have been explained. Several test results 
using the developed test setup have been presented to show 
the characteristics of the arc current. By inspecting the 
frequency spectrum of arc current, a unique signature of the 
dc arc was identified. Andrea, Besdel, Zirn, and Bournat 
[4] present a mathematical model based on circuit 
components to describe the behavior of the electric arc in 
static and dynamic situations. Simulation results and 
experimental results are given for common arc ignition 
cases. Mahajan, Patil, and Shembekar [5] discussed the 
modelling and simulation of the arc phenomenon using the 
Mayr arc model. Ghezzi and Balestrero [6] discuss 
different Black box, arc models. Simulations and 
experimental results are compared under different arcing 
cases. The parameter estimation for different models is also 
presented. Even though these studies present modelling and 
model validation under different arcing characteristics 
(voltage, phase, V-I), none of them provides a comparison 
of arcing current with the load current under different 
loading conditions. Therefore, in this paper, an attempt was 
made to make a comparison between the arcing current and 
load currents under real-world scenarios. 

II. MODELING APPROACH  

Static characteristic of an arc is shown in Figure 1. A to 
B is a discharge phase and the discharge can be called 
corona discharge. The arc is extinguished at O and in the 
second phase, the voltage is reversed. When the reverse 
voltage reaches the restrike voltage (at C), the discharge re-
initiate. Two resistances can be identified: the resistance of 
the arc ignition time, Rc, and the resistance when arc 
discharge, Rarc. Many references [7,8,9] are providing 
“Black box” models that describe an arc by a simple 
mathematical equation and give the relation between 
measurable parameters such as arc voltage and arc current. 
Such an equation is given in equation (1) [4] and it is used 
for modelling the arc in this paper.
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Fig.1. Static characteristic and equivalent circuit of an arc 

 

      Varc =  
α   

arctan (βIarc)
                        (1) 

Where, 𝛼 is a linear function of the arc length and 𝛽 is 
a fit parameter depending on the material of the electrode. 

With the relationship,  𝑉𝑎𝑟𝑐 =  𝐼𝑎𝑟𝑐𝑅𝑎𝑟𝑐 and from (1), 
𝑅𝑎𝑟𝑐 can be found as: 

𝑅𝑎𝑟𝑐 =  
𝛼   

arctan(𝛽𝐼𝑎𝑟𝑐)𝐼𝑎𝑟𝑐
    (2) 

The equivalent circuit to represent the static 
characteristic is shown in Figure 1(b). When the arc current 
is low, i.e from B to C, from equation (2), the arc resistance, 
Rarc, is high and the parallel combination is more or less 
equal to Rc. During the period A to B and C to D, since the 
current passing through Rc is negligible when compared to 
Iarc the parallel combination can be reduced to Rarc only. 

Therefore, the overall discharge resistance RT, i.e. 

 𝑅𝑇 =  
𝑅𝑐  𝑅𝐴𝑟𝑐

𝑅𝑐  + 𝑅𝐴𝑟𝑐
 was found by substituting from (2) as 

𝑅𝑇 =  
𝛼𝑅𝑐  

arctan(𝛽𝐼𝑎𝑟𝑐)𝐼𝑎𝑟𝑐𝑅𝑐  + 𝛼   
   (3) 

Then from Ohm’s law 

𝑉𝑇 =  
𝛼𝑅𝑐  𝐼𝑇

arctan(𝛽𝐼𝑎𝑟𝑐)𝐼𝑎𝑟𝑐𝑅𝑐  + 𝛼   
  (4) 

Due to the arc resistance Rarc is considerably low in 
comparison to the resistance Rc, 𝐼𝑎𝑟𝑐 ≫  𝐼𝑐 and  𝐼𝑇 ≈ 𝐼𝑎𝑟𝑐. 
Therefore, equation (4) was replaced by  

𝑉𝑇 =  
𝛼𝑅𝑐  𝐼𝑇

arctan(𝛽𝐼𝑇)𝐼𝑇𝑅𝑐  + 𝛼   
   (5) 

With a function F that describes the static discharge, 
equation (5) was written as 

 

𝑉𝑇 = 𝐹(𝐼𝑇) 

For an R-L circuit when an arc occurs in series, the 
circuit equation was written as: 

 

𝑉𝑔(𝑡) = 𝑅𝐼𝑇(𝑡) + 𝐿
𝑑𝐼𝑇(𝑡)

𝑑𝑡
+ 𝑉𝑇 

          = 𝑅𝐼𝑇(𝑡) + 𝐿
𝑑𝐼𝑇(𝑡)

𝑑𝑡
+ 𝐹(𝐼𝑇(𝑡))   (6) 

The load equation defined by the first two terms of 
equation (6) may cross the static characteristic in one, two 
or three points (example case is shown in Figure 1(a)). 
When solving for the current, one of the possible cross 
points as the solution was obtained using the least efforts 
principle [4]. The differential equation of IT(t) was solved 
using MATLAB to obtain time plots of arc voltage and 
current under different loading conditions.  

In this experiment, only the series arc was modelled 
because it is the one type of arc that is not interrupted by 
existing protection devices as the arc current flowing in the 
circuit is not higher than the load current while it is also 
being limited by the load connected in series. In contrast, a 
parallel arc occurs between conductors within different 
phases such as line to neutral or line to ground. Since the 
parallel arc current is higher than load current, it can be 
detected without any advanced techniques. Corresponding 
graphs are shown in the results section. 

III. ARC GENERATOR 

An arc generator was designed in compliance with the 
standards BS EN 62606:2013+A1:2017 [2] with an 
apparatus consisting of a stationary electrode and a moving 
electrode. One electrode was made using a 6mm ± 0.5 mm 
diameter carbon-graphite rod and the other electrode was a 
copper rod as shown in figure 2. The arcing end of one 
carbon electrode was pointed. The distance between the 
two electrodes was adjusted by controlling a stepper motor. 
An Arduino-based controller was designed for this 
purpose. The arcing current was sensed by a current probe 
whereas arcing voltage was directly probed by the 
oscilloscope. Figure 2(a) shows the schematic with the 

Arc Current (A)

Arc Voltage (V)

A

B

C

D

O

Circuit characteristics

RarcRc

IarcIc
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VT

a) Static characteristic b) Equivalent circuit
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circuit connections and Figure 2(b) shows the laboratory 
setup used.  

 

(a) Schematic diagram 

 
(b) Laboratory setup  

Fig. 2: Arc generator 

 

IV. PARAMETER ESTIMATION OF THE MODEL 

A MATLAB model for simulation of an electric Arc 
in a circuit was developed as per the theoretical model 
discussed in the previous section. According to  [4], α = 
49.0874, β = 1.4614, and Rc = 2221Ω were chosen as model 
parameters. These parameters were chosen by a curve 
fitting method and the reference does not provide any 
information about the experimental setup. To make the 
model compatible with the experimental study, the above 
parameters were manually tuned and found to be α = 6, β = 
0.15, and Rc= 55Ω.  

The external resistance of the experimental setup was 
approximately 40Ω and inductance was chosen as 10μH. 
These values were used in the model. 
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Fig. 3. Simulated arc voltage (top) and current (bottom) (R=40 Ohm, 

L=10 μH) 

 

 

Fig. 4. Experimentally obtained arc voltage (top) and current (bottom) 

V. CASE STUDY 

Fig. 5 shows the connection from the distribution 
transformer to a house and a plug socket within the house. 
Data of different cable sections are given in Table I.  

TABLE I. PARAMETERS OF THE CABLE AND TRANSFORMER 

 Resistance (Ω/km) Reactance (Ω) 

Transformer leakage 

reactance 

Negligible 0.1 

Fly conductor 0.47 0.27 

Service cable 1.83 Negligible 

Live wire 13.6 Negligible 
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Fig. 5. Sample house for case study 
 

An arc has been formed due to damage to a cable between 
the live and neutral wires (parallel arc) or due to a loose 
connection in series with the live wire (series arc). 

Fig. 6 and Fig. 7 show the load current and the current 
when a series arc prevails in the circuit for a 2 kW kettle (a 
resistive load) and a 2 kW microwave oven (an inductive 
load) respectively. These appliances are connected to the 
plug socket shown and it was assumed that the voltage at 
the transformer is 230 V. As can be seen when the arc is 
initiated, the current drops from the normal current. 

 

Fig. 6. Arc current when a series arc prevails in the circuit for a 2 kW 
kettle 

 

Fig. 7. Arc current when a series arc prevails in the circuit for a 2 kW 

microwave oven 

 
Fig. 8 and Fig. 9 show the load current and the current 

when a parallel arc prevails in the circuit for a 2 kW kettle 
and a 2 kW microwave oven respectively.  

 

 

 
 

Fig. 8. Arc current when a parallel arc prevails in the circuit for a 2kW 
kettle 

 

Fig. 9. Arc current when a parallel arc prevails in the circuit for a 2 kW 

microwave oven 

 

VI. CONCLUSION 

Arc currents can be originated in electrical installations 
due to many reasons. A sustained arc can damage the 
installation and even lead to a fire. As shown in this paper, 
an arc current created between the live and neutral 
conductors (a parallel arc) results in a large current 
excursion, whereas a series arc created by a loose 
connection results in a current lower than the load current. 
Even under a parallel arc, the arcing may be intermittent 
and therefore will not be detected by an over-current or 
surge protective devices installed in a premise. Therefore, 
a specially designed protective device should be connected 
to installations to detect arc and prevent any adverse 
circumstances. 
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Abstract - Decision-making during a crisis impacts 
the performance of an entire organization. Due to the 
COVID-19 pandemic, many organizations had 
undergone supply chain disruptions due to the forward 
and backward propagation of disruptions in the global 
supply chain networks, implying the importance of 
building up resilience in the supply chain networks. 
This study intends to systematically review the existing 
literature to determine the impact of optimal decision-
making during crises to build up supply chain 
resilience. The paper has focused on the need for 
evaluating the impact of the COVID- 19 pandemic on 
the FMCG industry and how supply chain resilience 
would improve in performance during such crises. The 
study also assessed the existing decision support systems 
for resilience in a supply chain network and their 
applicability during a crisis. Some of these models could 
be used to facilitate decision-making during an 
epidemic as well. Precisely determining resilience 
factors affected during an unexpected circumstance 
would enhance the value of the decision support system 
in use. Furthermore, it was concluded that the use of 
quantitative models should be further investigated, as 
most published work focuses on the conceptualization 
of a restricted number of resilience factors instead of 
the development of integrated, comprehensive 
approaches. 

Keywords - decision-making, fast-moving consumer 
goods, resilient supply chains 

I. INTRODUCTION 

The pandemics are of rare business calamities, but 
clear thinking and optimal decision-making with less 
reliable information are required for an organization to stay 
in operation, serving the highly fluctuating demands while 
harvesting the atypical advantages of competition during an 
epidemic outbreak. Mike Crum, a professor of supply chain 
management at Iowa State University, had stated to FM 
magazine once, ‘The most resilient companies were the 
ones who had really embraced risk management planning, 
and had visibility into their whole supply chain network, 
not just their immediate suppliers’ [1]. 

With the advent of e-commerce, cross-border business, 
and short-term delivery, organizations' supply chains have 
become increasingly complicated, global, and fragile. 
Numerous failures in the supply chain have been identified, 
exposing organizations to risk amid dynamic changes in 
client demand as well as the adoption of new technology 
breakthroughs. Earthquakes, floods, storms, factory fires, 

machine failures, hurricanes, and other natural disasters are 
only a few examples of typical business disruptions [2]. 

During the COVID-19 pandemic, global supply 
networks are confronted with both a supply shortfall and a 
shrinking demand, resulting in disruptions propagating 
forward and backward. For example, the pandemic forced 
China to suspend operations in February and March 2020, 
significantly disrupting US and European manufacturers 
and shops due to supply shortages [3]. According to a 
report published by Fortune Magazine, 94% of the Fortune 
1000 companies have been confronted with supply chain 
disruptions due to the pandemic during early 2020[4]. 
According to the reports from WHO, there had been 1438 
epidemics reported between 2011 to 2018 [5]. 
Nevertheless, disruption due to COVID-19 pandemic is 
considered drastic, diverse, more acute, and harshly 
challenging compared to previous outbreaks such as SARS 
in 2003 and the H1N1 epidemic outbreak, which took place 
in 2009 [6]. This explains the challenging nature of the 
COVID- 19 pandemic in every aspect of disruptions it has 
caused. Therefore, building strategies towards absorbing 
the impact promptly, would ensure that the organization 
can withstand any uncontrollable risk by reducing its 
impact. 

Risk identification is usually the first step in traditional 
supply chain risk management, followed by various 
solutions for managing the identified risks. This strategy 
works well when dealing with ongoing or foreseeable 
disturbances, but it fails when dealing with sudden or 
unexpected situations. For the latter, it is critical for 
businesses to develop resilience that allows them to better 
prepare for and respond to unforeseen events [7].  Risk 
management decision-making is a process of selecting the 
best alternatives or ranking the alternatives for a specific 
risk management goal. The goal is to create, protect and 
enhance shareholder value by managing uncertainties 
influencing the achievements of the firm's objectives [8]. In 
practice, determining the best level of resilience is a crucial 
decision since over-capacity incurs unnecessary 
expenditures, and under-capacity exposes businesses to 
hazards [9]. 

Decision-making in large-scale organizations often 
gets restricted due to many reasons such as bounded 
rationality, confirmation bias, increase of commitment, 
process conflict and relationship conflict etc.[10], thus 
controlling the space for an optimal decision to be made. 
Out of many such reasons, unexpected events such as the 
pandemic of COVID- 19 may implicate such restrictions in 
making the optimal decisions on behalf of an organization.  
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Therefore, the objectives of the study are to understand 
the concept of resilience in the domain of supply chain, to 
critically evaluate the relevance of decision making and its 
impact on building resilience in the supply chain and to 
evaluate existing decision models for supply chain 
resilience during normal times and times of crises for 
identifying their suitability to handle uncertainties during a 
pandemic. 

II. METHODOLOGY 

The methodology introduced by Barbosa-Póvoa et al. 
[11] is adopted, and the following steps are followed to 
conduct a systematic literature review on the defined 
domain of study: Definition of study topics; examination of 
previous literature reviews; material-gathering; descriptive 
analysis; category selection; and material evaluation. 
Following research questions were defined to guide the 
study within the selected scope of decision-making towards 
supply chain resilience in FMCG companies during a 
pandemic.  

A. Research questions 

1. How did COVID- 19 pandemic impact the global 
supply chain network? 

2. How COVID-19 pandemic affected the FMCG 
industry within a developing economy? 

3. What are the different characteristics of decision-
making during uncertain times vs. normal times? 

4. How does supply chain resilience support 
organizations during a crisis, such as a pandemic? 

5. How can decision-making be impacting supply chain 
resilience?  

6. What are the existing decision-making models which 
support supply chain resilience, and how are they 
applied?  

B. Previous literature reviews 

The scientific publications here analyzed and studied in 
detail are the result of a search performed on the Scopus, 
IEEE Xplore, and ScienceDirect databases under the 
keyword searches; “supply chain” AND “resilience” AND 
review; “supply chain” AND “decision-making” AND 
review. Following literature reviews were analyzed in-
depth in search of more relevant literature.  

● M. S. Golan, L. H. Jernegan, and I. Linkov, 
“Trends and applications of resilience analytics in 
supply chain modeling: systematic literature 
review in the context of the COVID-19 
pandemic,” Environ. Syst. Decis., vol. 40, no. 2, 
pp. 222–243, 2020, doi: 10.1007/s10669-020-
09777-w. 

● Pires Ribeiro, J., & Barbosa-Povoa, A. (2018). 
Supply Chain Resilience: Definitions and 
quantitative modeling approaches – A literature 
review. Computers and Industrial Engineering, 
115(May 2017), 109–122. 
https://doi.org/10.1016/j.cie.2017.11.006 

After a content analysis, it was decided to 
exclude several papers at this stage, eliminating those that 

did not cooperate explicitly with SC Resilience or were not 
classified as reviews. 

C. Material collection  

The related studies were mainly selected using Scopus 
and ScienceDirect databases. Initially, a collection of 83 
literature was found through keyword searches, including: 
“supply chain” AND resilience; “supply chain” AND 
resilience AND decision-making models; “supply chain” 
AND resilience AND decision support systems; “supply 
chain” AND decision-making models; “supply chain” 
AND resilience AND decision optimization models, etc.  

D. Descriptive analysis 

An in-depth analysis of content was conducted to 
restrict the selected literature strictly to the defined domain. 
The intersection of each publication's content with the set 
conditions was made possible through the content analysis, 
and the relevance of each paper was determined. This 
resulted in a selected number of articles, totaling 47. 

E. Category selection  

To collect information from many sources and 
positively approach the research questions, the information 
from the analyzed literature must be compatible with the 
research objectives. Therefore, the analyzed publications 
were organized into three categories, 

1. Scope of supply chain disruption discussed (pandemic, 
epidemic, general disruption) 

2. The approach of the study towards supply chain 
resilience (Qualitative, Quantitative, Case Study etc.) 

3. Decision level the model supports (Strategic, 
Managerial, Operational) 

III. RESULTS OF THE LITERATURE REVIEW 

This section focuses on systematically reviewing the 
existing literature on the following four subcategories: (a) 
Impact of the COVID- 19 pandemic on the overall supply 
chain and FMCG industry. (b) Decision-making during 
uncertain times and its specialties. (c) Resilience concept in 
supply chain. (d) A review on existing DM models for 
crisis management or resilience in the supply chain.  

A. Impact of the COVID- 19 pandemic on overall supply 
chain and FMCG industry  

COVID- 19 is categorized under low frequency, high 
impact risks in the risk matrix. During the COVID-19 
pandemic, global supply networks are confronted with both 
a supply shortfall and a shrinking demand, which could 
result in disruptions propagating forward and backward [3].  

Reference [12] examined the effects of the COVID-19 
pandemic on food supply networks, concluding that 
demand and supply shocks resulting from a pandemic are 
caused by a shift in consumer behavior. For example, 
demand shocks were generated by the quick panic buying 
shift to ready-meals, which resulted in labor shortages and 
transportation network disruptions. Further supply-side 
shocks to food supply chains were caused by restrictions on 
cross-border goods movement. As a result, it is plausible to 
expect COVID-19 to have a long-term impact on consumer 
behavior and supplier chains [13]. Hence, there is enough 
evidence to determine that a considerable percentage of 
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consumers would be comfortable in e-commerce practices 
in the long run thus, resulting in re-engineering of 
traditional supply chain practices and building up readiness 
models towards strong e-commerce networks to adjust and 
sustain in the e-commerce markets. This would be majorly 
applicable for large-scale FMCG companies which inherit 
complex traditional supply chain networks.  

The strict restrictions imposed by the Sri Lankan 
government during the first phase of the COVID-19 
pandemic had severely impacted the Sri Lankan trade. 
Thus, creating restrictions to perform on full capacity at the 
production facilities, halting production for some time due 
to infected employees, and restrictions such as fully locking 
down the country. 156 categories of products, including 
vital food staples such as rice, grains, pasta, bread products, 
and liquor, were subjected to import restrictions until July 
2020. On a three-month credit basis, items like milk 
powder, palm oil, red lentils, sugar, and sunflower oil were 
allowed to be imported [14]. According to reference [15] 
report on the performance of Sri Lankan trade during 2020, 
FMCG value sales in general trade in Q1 of 2020 have 
dropped by 11% compared to 2019 Q1 performance, as 
shown in Fig. 1. The report further discusses that Food and 
Beverage (F&B) had a lower impact among the FMCG 
Super Categories but had a decline in General Trade. 
Personal & Household Care purchases were de-prioritized 
in favor of Food & Beverage purchases. As a result, they 
observed a more significant drop in General Trade [15].  

 

 

Fig. 1. FMCG Growth Trend in Sri Lanka, GT 

The impact of disruption on the supply chain could be 
graphically represented as below in Fig. 2, where it 
describes there is a bounce-back period for any company, 
irrespective of the size of the organization [16]. 
Nevertheless, a company with solid financial backup and 
strategic background can bounce back at a high cost 
compared to an SME, as per the analysis.  

Most of the companies faced significant difficulties in 
smoothing out the flow of their supply chain networks by 
coordinating with the suppliers, strategizing their 
production plans, and liaising with the government 
authorities on special permits to continue the logistics 
amidst the pandemic situation due to delays in shipments 
of raw material required for production, sudden closures 
from the end of their suppliers due to health emergencies 
and similar reasons. 

 
Fig. 2. Impact of disruption for supply chain 

 

Manufacturers of beverages and foods have faced 
additional problems because of the COVID-19 epidemic. A 
lack of carbon dioxide because of lower ethanol production 
levels, resulting in increased carbon dioxide rates and 
causing disruption to beer and soda manufacturers, is one 
such example [17]. 

The extra health precautions such as random PCR 
tests, quarantining facilities for employees, and medical 
recovery support were necessary. At the same time, they 
incurred a vast amount of additional expense for the 
organizations. Hence, recovery from the COVID- 19 
pandemic could be relatively less chaotic for large-scale 
organizations due to scale and resources, given those 
proper recovery strategies being in place for any 
unexpected circumstances by utilizing the lessons learned 
from this pandemic. 

B. Decision making during “Normal” vs. uncertain times  

A proper decision-making strategy amidst the situation 
is of vital importance to any business to perform better and 
gain a competitive advantage. The real challenge is when 
organizations are required to source, manufacture, 
coordinate with a vast network of suppliers, dealers, and 
retailers while operating in a low-margin market [18]. 
Given the “normal” business days, challenges related to a 
supply chain network could be predicted accurately to some 
extent and could be planned for but compared to disruption 
like the COVID- 19 pandemic, “routine” decisions or 
objectives may not best suit the unexpected circumstances.  

Complications, ambiguity, and failure to comprehend 
will be upsurge in times of calamity, while the ability to 
make prudent decisions will be weakened [19]. The impact 
of the COVID-19 pandemic on the supply chain was unique 
compared to other disruptions that had occurred due to its 
degree of unpredictability and the scope of impact. When 
China was first affected by this pandemic, the USA and 
other European countries were not expecting or rather not 
prepared for the ripple effect of the pandemic across the 
global value chain; thus, the impact was brutal. The 
forward and backward propagation of the impact of 
disruption in several nodes in the global supply chain 
network had adversely impacted the developing economies 
like Sri Lanka as well.  

According to authors [20], Decisions “involve a 
commitment of large amounts of organizational resources 
for the fulfillment of organizational goals and purpose 
through appropriate means.”  

Many businesses, large and small, will be too slow to 
keep up in a dynamic environment like the COVID-19 



Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

219 

 

 

pandemic. During “normal” business days, delaying 
decisions to gather more information may make sense. 
However, when the situation is uncertain and defined by 
urgency and incomplete information, waiting to decide is a 
decision in itself. Organizations face a significant number 
of big-bet decisions when faced with a crisis of uncertainty, 
such as the COVID-19 pandemic, which arrived at 
breakneck speed and on a massive scale [21].  

On the contrary, according to “prospect theory,” when 
things get rough, people’s aversion to risk decreases, 
causing them to make riskier judgments. The decision-
making capacity might be reduced when the decision-
makers are stressed. Thus emotional states of decision-
makers are just as important as their reasoning ability [22]. 
Both studies insist on the fact that decision making during 
a crisis would have to be done with less information, 
certainly with a low degree of reliability, sometimes the 
usual data flow could be hindered due to many 
unpredictable circumstances, which then results in decision 
making with intuition and reasonable guessing. 

The Cynefin framework in Fig. 3, which is based on 
mathematical theories of complex and chaotic systems, is 
another approach in Decision theories [22]. This is a sense-
making paradigm for knowledge management that includes 
a typology that distinguishes between structured and 
unstructured decision situations. Although a pandemic is a 
decision context with inherent uncertainty, patterns do 
emerge according to this framework.  Although the order 
cannot be predicted in advance, cause and effect can be 
determined after the fact. There is no emerging order in the 
chaotic environment, which is equally unstructured. When 
faced with a decision, the Cynefin framework gives a 
practical perspective that reminds decision-makers that the 
type of decision situation significantly impacts how it 
should be treated [22].  

Nevertheless, according to reference [23], 
organizations that adopt clear values, are abler to respond 
to strategic concerns, especially when faced with 
ambiguity, than those that rely on alternatives-focused 
decision-making based on clearly defined traits. 

Keeney’s value-focused analysis also supports 
decision-making in both structured and unstructured 
contexts [23]. This framework is built based on principles 
and objectives rather than switching between alternatives 
(Fig. 4). 

 

 
Fig. 3. Cynefin framework 

 

As depicted by the framework in Fig. 4, if decisions are 
made in an unstructured manner, guiding principles or 
values may apply, making straightforwardness of 
leadership and organizational culture critical for the 
resilience of the supply chain. 

Keeney shows that an alternatives-focus may be 
sufficient in structured domains. At the same time, values-
focus may be useful in unstructured or complex structured 
domains when the cost of analysis is expensive [22]. Both 
the frameworks would be of importance depending on the 
company structure and type of crisis in consideration.  

Strategies of reactive alternative-focused thinking and 
decision making, during an unexpected time especially, are 
said to be producing suboptimal results [24]. When faced 
with a critical decision point, even during “normal” times, 
many decision-makers are uninformed of all relevant 
objectives and the scope of the decision [25]. In the event 
of an unexpected catastrophe, the set of objectives is even 
more likely to be altered. 

 

Fig.4. Keeney’s value focused analysis 

Prolong suboptimal decisions would result in long 
recovery periods for organizations when they plan to 
bounce- back to normal from the pandemic. Thus, reaching 
optimality in decision making with available resources and 
information should aim for the organizations to survive 
another crisis.  

The issues could be intensified by reactive and 
backward-oriented reasoning of the decision-makers [26]. 
A foresighted leadership is essential to support the 
management to recover with minimum time to normal.  
Hence, learned lessons should be carefully used in the 
strategy formulation process and in future risk management 
processes to improve the absorption of unexpected shocks 
on the supply chain network of an organization.  

C. Overview of the resilience concept in “supply chain.” 

There were several definitions of the word ‘resilience,’ 
and the following definition was selected to fit the context 
of the author’s research domain. Reference [27] defines 
resilience in the context of organizations as “The firm’s 
ability to effectively absorb, develop situation-specific 
responses to, and ultimately engage in transformative 
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activities to capitalize on disruptive surprises that 
potentially threaten organization survival.” The reference 
[28] identified the following dimensions of resilience: 
efficiency, diversity, integration adaptability, flexibility, 
safety, mobility, and reliability which could be identified as 
some restorative resilience measures for a supply chain.  

The robustness of a firm is also a widely discussed 
factor inside the domain of supply chain resilience, which 
describes “the ability of a supply chain to resist or avoid 
change” [29]. As a result, robust firms operate faster under 
adverse situations than less robust organizations, providing 
a competitive advantage. Because of the complexity and 
size of the supply chain in a large-scale organization, 
developing a completely resilient SC is a challenge. In 
reference [30], the authors discuss a few resilient strategies 
followed by some well-known global companies: Lean 
production with JIT delivery and low inventory, Six Sigma 
supply chain, increasing SC flexibility, and developing a 
strong corporate culture. However, not having a buffer 
stock when following JIT technique could be argued as not 
a wise choice for a resilient SC. 

Furthermore, the reference [31] had highlighted the 
following critical factors in establishing a resilient strategy: 

● Re-engineering the supply chain to build 
resilience into the system in advance of potential 
disruption. 

● Establishing a high level of collaboration with 
supply chain parties to identify and manage risk. 

● Achieving the agility necessary to respond quickly 
to the unexpected. 

● Embedding a culture of risk management. 

An embedded culture for risk management set by the 
tone from the top of a firm would enable a firm to plan and 
forecast risk with greater accuracy levels and facilitate 
higher business transformations such as business process 
re-engineering when required, in the necessary parts of the 
supply chain.  

Resilient SCs may not be the cheapest, but they are 
better equipped to deal with the unpredictable business 
environment [32]. Enterprises that pursue a policy of ‘zero 
inventories,’ for example, are not resilient because they 
lack a stock buffer to respond to an unforeseen shortage of 
commodities caused by market unrest or volatility [31]. 

Further, the cost of reactive responses to disruption 
would be much more expensive than avoidance or 
mitigation through improved resilience in the supply chain 
network. Much of the previous understanding of what 
defines a resilient supply chain has been challenged by the 
severity of the business disruption caused by the COVID-
19 pandemic. According to recent studies, the crisis has 
resulted in a rapid decline of several business and economic 
parameters, including productivity and global GDP [33]. 

As per risk identification matrices in management 
studies, the higher the impact and likelihood of a disruption 
higher the vulnerability of a system. Considering the 
COVID- 19 pandemic, this is a high impact, less likelihood 
risk on the matrix, which sums up why most firms are not 
focused on pre-preparation for such calamities. The trick is 
to mitigate the adverse impact of such a calamity even at 
the propagating failures of other supply chains. Thus, it is 

crucial to building up resilience as much as optimizing for 
the efficiency of a supply chain. 

D.  A Review on Existing Decision Making Models for 
Crisis Management or Resilience in Supply Chain 

This section would mainly focus on reviewing existing 
decision support models and frameworks in the domains of 
supply chain resilience and crisis management in the supply 
chain. Thereby, the author expects to understand the gaps 
for research in the existing models and critically analyze 
factors considered, parameters used, and method of 
analysis in each of the models in review.  

Firstly, in reference [2], the authors propose an 
ontology-based decision support system towards resilient 
supply chains by combining supply chain resilience 
decision-making with a rule-based ontological framework. 
The ontology is an explicit specification of a 
conceptualization that primarily aids in structuring data to 
enable interaction between various firms in a supply chain 
[2]. The concept of ontology has been employed by 
scholars in various fields, including manufacturing, 
medicine, supply chain, and material science.  

Reference [2] has considered a three-echelon supply 
chain network in their mathematical model, which has been 
optimized under threat conditions by varying pre-defined 
parameters by interpreting from the rule base of the 
ontology. Using PSO-DE, an optimization technique, the 
problem is solved to determine the optimum collective 
decision for production and logistics units in the network to 
meet customer demand. The practicality of the model 
during a pandemic where demand is readily fluctuating is 
questionable.  

Reference [34] has used an effective fuzzy linear 
programming approach for supply chain planning under 
uncertainty. Due to a lack of knowledge, the epistemic 
uncertainty sources in supply chain tactical planning 
problems are handled using the fuzzy model. Data from a 
genuine automobile supply chain was used to evaluate this 
model. This model could be further adapted to uncertainty 
in demand forecasting as well as this could be utilized to 
predict nearly accurate demand levels during an uncertain 
time. 

Authors in reference [34] propose a decision support 
framework to assess supply chain resilience. The system 
will aid decision-making by allowing users to run “what-
if” scenarios and see how different supply chain 
configurations affect the system’s expected resilience 
behavior. Finally, the costs and benefits of utilizing 
different supply chain resilience methods will be weighed. 
This decision support system mainly focuses on utilizing 
simulation in understanding redundant factors in the supply 
chain network. 

Reference [35] had proposed the measure of recovery 
time as a measure of resilience in the supply chain network 
through their proposed survival model. The new metric is 
based on a semiparametric model called the CoxPH model. 
The variables in the Cox-PH model indicate various 
sources of disruption, the input variable represents an event 
(survival or resilience analysis failure event), and the 
output variable is time. However, this model carries few 
limitations in terms of the limited number of disruptions 
that could be catered in, the assumption that sources of 
disruptions being independent of each other, etc. 
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The study [37] discusses ways to identify and align 
decision-making objectives in response to the crisis 
circumstances such as the COVID-19 pandemic. In the 
study, decision-makers are presented with guidelines for 
identifying intra-organizational objectives and aligning 
them across the supply chain and with policymakers. The 
study has presented examples of intra-organizational and 
inter-organizational goals for both normal and crises. In 
addition, they outlined an iterative approach for regularly 
updating the objectives of an organization. This study 
would be considered as an inspiration for further analysis 
to be conducted by the author. 

Reference [36] has considered a port closure 
interruption on either the supply or demand side of the 
supply chain in the research and created a two-stage 
stochastic programming model that includes an exponential 
perishability function and explores various potential 
objectives. These objectives are the expected profit (P) 
maximization, the recovery level (RL), and the lost profit 
during recovery. Thus, they propose a new resilience 
metric, namely NPV- LP, which is an integration of several 
other matrices. 

IV. DISCUSSION 

FMCG products usually carry a low shelf life. Hence 
the cycle of the product-to-market logistics must frequently 
happen, amidst any disruption, as the name suggests, “Fast 
Moving Consumer Goods.” During the COVID -19 
pandemic, FMCG companies in Sri Lanka observed a more 
significant drop in General Trade [15]. The main reasons 
identified through the study were poor strategic preparation 
for uncertain situations, less experience of the decision-
makers, less reliability of information collected, slow 
collection of data, poor predictive models, and poor 
organizational vision and leadership.  Therefore, it is 
evident that routine decision-making models should be 
optimized to address the absorption and recovery stages 
during a crisis.   

The analyzed decision models in the domain of 
resilient supply chains had primarily focused on 
mathematical model development to support decision-
making in the supply chain. Some models had used 
simulation techniques to bring in the randomness and 
unexpected nature of the environment to enhance the 
relevance of the models to real-world scenarios. Therefore, 
the discussed models will be applicable in other low 
frequency, and high impact risks and generalized risk 
mitigation approaches.  

Regarding the applicability of the discussed models for 
a pandemic situation, the number of constraints considered 
reduces the practicality of those models. Also, it was 
concluded that only a few resilience measures or factors 
had been considered in the models analyzed. It would be 
more comprehensive if decision support models could 
incorporate diverse angles of resilience which could be 
sorted out according to the suitability of the factors or 
category of factors to a particular crisis. Future research 
could also focus on the qualitative nature of decision-
making through learned lessons in the industry during the 
COVID- 19 pandemic. Future analysis could also focus on 
strengthening resilience in each node of a supply chain 
network or building resilience through integration. 
Therefore, further understanding of the qualitative aspects 
of decision making during the COVID- 19 pandemic on the 

supply chain of the FMCG industry is focused by the author 
with the expectation of supporting literature on the research 
area explained above.  
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Abstract - Since the early civilizations, transportation has 
played a significant role, from fulfilling basic human needs to 
contributing towards major economic growths all over the 
world. With the advancement in technology, the demand for 
smooth and hassle-free transportation increased and it is 
particularly true for road transportation in Sri Lanka as well. 
As a result, the expressway road network was introduced to 
Sri Lanka in 2011. Although a toll is payable for the use of 
expressways, many vehicle users prefer to utilize the 
expressway due to the extensive amount of time saved. Time 
is of utmost importance for expressway users. Hence, long 
queues and waiting time at toll plazas where the toll payment 
is made should be minimized. This study is aimed at analyzing 
the performance at the Peliyagoda toll plaza of the Colombo-
Katunayake expressway where the formation of long queues 
and long waiting time in queues can be observed during peak 
hours.  Due to the high complexity of using the analytical 
approach in obtaining the performance measures, a 
simulation approach was used with Arena Simulation 
Software. Few setup improvements were identified, and each 
of the setups were simulated to obtain the performance 
measures. Based on the comparison of the results, 
recommendations and suggestions to improve the efficiency of 
the operations at the Peliyagoda toll plaza have been outlined. 

Keywords - expressway, M/M/1, queue simulation, queuing 
theory, toll plaza, waiting time 

I. INTRODUCTION 

Today, expressways around the world connect cities 
far and wide, and they are instrumental in saving time and 
operational costs.  With advantages such as high speed, 
high vehicle volume, greater comfort and less fuel wastage, 
drivers tend to utilize expressways even if a toll is charged. 
By the end of the year 2019, the total length of expressways 
in Sri Lanka was 217.8 km [1]. It should be noted that while 
the expressways are advantageous to vehicle users, it is also 
a revenue generation model for the country. According to 
the Annual Report of the Central Bank of Sri Lanka, a 
revenue of Rs. 8.6 billion was generated from the 
expressway network in 2019 [1], compared to Rs. 8.4 
billion in 2018 [2]. 

A tolling system situated at the exit point of an 
expressway charges a toll from each user based on the 
distance travelled and the vehicle category. The Peliyagoda 
toll plaza is situated towards the Southern end of the 
Colombo-Katunayake expressway. A majority of the 
vehicles that come to the Colombo city from Ja Ela, 
Katunayaka, Negombo and even from Chilaw and Puttalam 
areas, utilize the Colombo-Katunayake expressway, and 
make the toll payments at the Peliyagoda toll plaza to enter 
Colombo and its suburbs. With the introduction of the 
Outer Circular Highway, traffic flow from Southern parts 
of the country to Colombo also exit the expressway 
network from the Peliyagoda toll plaza. Moreover, vehicles 
that need to take the Colombo-Kandy Highway or go 
towards Wattala will need to make the toll payment at the 

Peliyagoda toll plaza. Currently, two types of toll collection 
methods are available at the Peliyagoda exit. They are: (1) 
the Manual Toll Collection (MTC) and (2) the Electronic 
Toll Collection (ETC). At MTC, a vehicle is required to 
stop at the gate and make the payment to the teller using 
cash. The teller then issues the ticket and balance (if any), 
and the toll gate barrier is opened for the vehicle to pass 
through. For a vehicle to utilize the ETC facility, it should 
be enrolled in the highway’s information system as a user, 
and sufficient funds should be available in the user’s 
account. Enrolled vehicles are given an e-tag to paste on the 
vehicle’s windshield.  The e-tag of a car approaching the 
ETC gate is scanned using an automatic vehicle 
identification technology, and the toll gate barrier is opened 
without requiring the vehicle to stop. Simultaneously, the 
toll is debited from the user’s account. The toll plaza at 
Peliyagoda consists of five toll gates of which four are 
MTC and one is ETC. 

The problem lies in the formation of long queues at the 
toll plaza during peak hours and its adverse effects on users 
and the environment. According to an analysis conducted 
by the Expressway Operation Maintenance and 
Management Division (EMO&MD), the current number of 
toll lanes are insufficient at the Peliyagoda exit (Figure 1). 
Due to the high rate of arrivals and the inadequate number 
of toll gates to serve them, queues are formed and long 
waiting times are encountered by the vehicle owners during 
peak hours.  

The benefit of the time gained by taking the 
expressway could be lost to the users when long waiting 
times are encountered at the toll plaza. For example, delays 
in reaching offices, educational institutions, and other 
personal commitments can result in disciplinary actions, 
loss of the business and other personal losses. Furthermore, 
vehicles accelerating and decelerating to move slowly in 
queues and braking to bring the vehicle to a stop, cause 
wastage of fuel and emission of harmful pollutant gases 
such as CO, CO2, and NOx to the environment, that in turn, 
cause respiratory diseases in humans [3]. 

 

Fig. 1. Remarks from EMO&MD  
Source: http://www.exway.rda.gov.lk/index.php?page=announcements/20190401 
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Queuing Theory can be used to analyze the formation 
of queues and delays caused due to long waiting times in a 
system. Some measures that can be derived include average 
waiting time in the queue, average time spent in the system 
and average number of customers in the queue.  

In this paper, we apply queuing theory to analyze the 
toll payment system at the Peliyagoda toll plaza of the 
Colombo-Katunayake expressway in Sri Lanka. Due to the 
complexity of the system, applying analytical models is 
difficult. Thus, we develop a simulation model to calculate 
the performance measures of the system. In addition to the 
current system, we propose several simulation setups of 
alternative systems to improve the performance of the 
current system. The proposed systems are also analyzed 
using simulation. By analyzing the performance of the 
current system and proposing alternative setups, we 
provide recommendations to the expressway 
management’s decision-making process to help reduce the 
congestion, especially during peak hours, and thereby 
achieving an efficient transportation system and 
minimizing environmental pollution. 

II. Queuing Concepts 

A queue is formed by a flow of customers from an 
infinite or finite population towards the service facility that 
lacks the capability to serve them all at a time [4]. The basic 
features of a queuing system can be stated as follows: 

A. The arrival process 

This is the way that customers arrive at the system. The 
arrival process can be classified in several ways such as 
single line or multiple lines, finite or infinite and single 
customer or customers that come in bulk. The arrivals are 
assumed to occur in a random pattern and are usually 
modelled using a suitable probability distribution such as 
the Poisson distribution. The average customer arrival rate, 
λ is an important parameter of the arrival process. 

B. Service discipline 

The serving process can be carried out according to 
four main principles such as, First-In-First-Out (FIFO), 
Last-In-First-Out (LIFO), Service for Random Order 
(SRO) and Priority Service (PS). 

C. The service time distribution 

The service time distribution is usually modelled as a 
uniform or exponential distribution. It is independent of the 
arrival process. The average customer service rate, µ is an 
important parameter that characterizes the service time 
distribution.  

D. Service mechanism 

This is the work on policy decided for service, and how 
the customers leave the system. The service mechanism can 
be classified in several ways according to the number and 
configuration of service facilities and the service pattern of 
the system. The service mechanism can be single channel-
single stage, single channel-multiple stage, multiple 
channel-single stage or multiple channel-multiple stage  
(Fig. 2). 

 

 

 

 

 

 

 

 

 

Fig. 2. Configuration of queuing systems 

Queuing theory gives an understanding of the queuing 
system and ideas about what can be done to make it more 
efficient, easy to serve, and the number of users that can be 
served. The ultimate objective is to make intelligent 
decisions by understanding the underlying processes [5]. 
Although several analytical queuing models exist, 
modelling complex systems using these models might lead 
to too many simplifications which might in turn cause 
resulting models to be invalid. Simulation modelling can be 
utilized to understand the behaviour of complex queuing 
systems. A simulation provides the flexibility to 
experiment with certain parts of a decision problem and 
analyze the likely consequences of alternative decisions. 
Once the basic features of the queuing system are clearly 
defined and understood, the system can be simulated, and 
the required performance measures can be calculated.  

III. LITERATURE REVIEW 

Expressways were introduced to Sri Lanka in 2011, 
and it is being expanded to other parts of the country. 
Currently, there is hardly any published research work 
available for queue analysis at toll plazas in Sri Lankan 
expressways, but a substantial body of international 
research findings is available on this topic. 

One of the latest research works available for the 
application of the queuing theory for a toll plaza is [6]. The 
main objective of their study was to examine the 
applicability of the queuing theory for a toll plaza in both 
directions. Their results showed that although the 
postulated Poisson distribution is the true population 
distribution to one direction, there is less degree of 
agreement to the other direction. They further showed that 
although most of the studies related to expressway queues 
are assumed to be operating under the steady-state 
condition, it is seldom true in nature. 

Sihotang et al. [7] analyzed the performance measures 
of a toll plaza queuing system assuming arrivals and service 
times to be normally distributed. The data collected for this 
research were the total number of vehicles that arrived, and 
the total number of vehicles served for five weekdays at the 
toll gate Mukti Harjo. Using the data, they calculated the 
arrival rate and service rate, and used the Kolmogorov-
Smirnov test and the Chi-Square test to determine the 
distribution of arrivals. Using Arena Software for 
Simulation of the system with varying number of servers, 
they concluded that the number of servers at the toll plaza 
is optimal and does not need to be changed.  

A toll gate system in Salem, Bangalore was simulated 
by Shanmugasundaram & Punitha [8] for different vehicle 
categories such as car/jeep (F1), light commercial vehicles 
(F2), truck/bus (F3) and multi-axle vehicles (F4). The 
arrival and service distributions for each vehicle category 
were calculated using the collected data, and a simulation 
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was conducted to compare various service mechanisms. 
Duhan et al. [9] analyzed a toll plaza system in North India 
to study the current traffic congestion situation and 
suggested possible solutions. With data on the volume of 
traffic on an hourly basis for a working day (Monday) and 
non working day (Sunday), they identified the peak and 
nonpeak hours. By focusing the experiments only for those 
hours, they suggested ways to reduce the waiting time in 
queues, such as increasing the number of toll booths, 
employing mobile toll collectors, and setting up smart 
machines to decrease the service time. They also suggested 
the option to install a red traffic light before 1km to the 
plaza, to enhance a smooth vehicle flow towards the 
booths.  

Ceballos & Curtis [10] analyzed the queuing system at 
a parking exit toll plaza at airports. Although the study was 
not based on expressways, the approach to their analysis of 
a multi-server queuing model is noteworthy. In their study, 
both the application of the analytical queuing model and 
simulation were used, and measures of effectiveness from 
both methods were compared. They pointed out that 
although toll plazas are multi-queue multi-server systems, 
the analytical formulation of such systems is extremely 
complex. The workaround used was to model the system as 
a series of single-channel queuing systems in parallel, and 
a single-queue multiple-channel system. They showed that 
the analytical results greatly differ from the simulation 
results. However, not all research shows that the above 
conclusion is true.  In a study done by Punitha [11] by using 
the simulation approach and analytical approach, she 
concluded that both methods give coinciding results. Her 
study was based on the traffic delay at a toll plaza, and she 
examined the performance measures for a single server 
queue with four types of vehicle categories. Each vehicle 
category was simulated, and performance measures for 
each were obtained accordingly. 

Antil [12] studied the traffic congestion at a Delhi toll 
plaza with a high arrival rate of vehicles. His analysis was 
limited to the busiest hour of the day for a working day 
(Monday) and non working day (Sunday). For the server 
that serves the incoming traffic, he used the single-channel 
single-stage queuing model and compared the resulting 
performance measures. In addition to that, he also 
calculated the cost of waiting per customer based on the 
assumption that fuel of Rs 4 per minute was wasted while 
waiting in the queue. He suggested that the toll plaza 
needed more toll gates and modern technology to improve 
the service times. 

IV. FORMAL DEFINITION OF THE PROBLEM STATEMENT 

The Peliyagoda toll plaza is the service facility of our 
queuing system. The vehicles are the arriving units, and the 
toll gates are the servers or channels. The toll plaza has 5 
toll gates, i.e., the queuing system under study has 5 
servers. Out of the 5 servers, the 4 MTC servers are 
assumed to have the same service rates whereas the ETC 
server has a different service rate. Once served, the units 
exit the system. Therefore, there is only one stage of service 
and the system is a single-stage multiple-channel multiple-
queue system. There is no limit to the number of arriving 
units. There are no predefined queuing formulas to analyze 
such systems due to their complexity. Thus, we resort to a 
simulation-based approach to analyze this system.  

A. Data and data description 

Raw data is collected from the EOM&MD with due 
permission from the Sri Lanka Road Development 
Authority (RDA). Data is collected based on the number of 
vehicles that exited through the Peliyagoda toll plaza for 
one hour time intervals during each day for a one-week 
period in the year 2019 when no holidays or other external 
factors affected the traffic inflow to Colombo or its 
suburbs. Figure 3 depicts the number of vehicle arrivals at 
the Peliyagoda toll plaza during each hour within the time 
considered. Table I, further summarizes the total number of 
vehicles that exited through each lane. 

According to Figure 3 and Table I, the number of 
vehicle arrivals during the period of 6 am to 9 am is the 
highest compared to other time intervals and vehicle 
arrivals on weekdays are higher than the vehicle arrivals 
during the weekend. Thus, the weekend is disregarded, and 
the study is carried out for weekdays for the period 6 am – 
9 am which can be considered as the peak hour period in 
the morning. 

 

Fig. 3. Number of vehicles that exited from Peliyagoda toll plaza during 

each hour within a week in 2019 

TABLE I.  DATA ON THE TOTAL NUMBER OF VEHICLE ARRIVALS AT EACH 

GATE 

Day 

Total number of vehicles that exited through each 

lane 

Total 

 

 

Gate 1 

- ETC 

Gate 2  

- MTC 

Gate 3  

- MTC 

Gate 4  

- MTC 

Gate 5  

- MTC 

7.10.2019 

(Monday) 
2585 3108 3244 2590 1980 13507 

8.10.2019 

(Tuesday) 
2690 3138 3289 2430 1896 13443 

9.10.2019 

(Wednesday) 
2634 2967 3049 2618 1919 13187 

10.10.2019 

(Thursday) 
2677 3389 3325 2653 2208 14252 

11.10.2019 

(Friday) 
2752 3219 3448 2761 2309 14489 

12.10.2019 

(Saturday) 
174 3158 3231 2583 1891 12617 

13.10.2019 

(Sunday) 
1142 2828 2903 2105 1396 10374 

 
In addition to the data collected on vehicle arrivals, 

data on service rates were also gathered by interviewing an 
official at the EOM&MD. According to experts, the 
average number of tickets that can be issued by a teller at 
the MTC gate is 210 per hour and the maximum number 
ever reached is 295 per hour. The ETC gate on the other 
hand has never been saturated since its installation, and on 
average, 453 vehicle arrivals per hour are observed during 



Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

226 

 

 

the morning. These expert opinions are used in calculating 
service rates, as direct observation at the facility was not 
possible because of the restrictions imposed due to the 
COVID-19 situation in the country during the considered 
period. 

V. SIMULATION EXPERIMENT 

The queuing system under study is first analyzed based 
on the number of lanes and queue formation. 

A. Calculating the arrival rate (λ) and obtaining the 

distribution of arrivals 

For each lane, we consider the number of vehicle 
arrivals per hour for the selected period of 6 am – 9 am 
during the five weekdays. Thus, for each server we have 15 
data points and calculate the average vehicle arrival rate, λ.  

λ = total vehicle arrivals per hour / 15  (1)

  
Graphical analysis shows that the arrival of vehicles at 

each lane is random. We conduct a Kolmogorov-Smirnov 
(K-S) test at 0.01 significance level to statistically confirm 
if the distribution of vehicle arrival per hour at each server 
follows a Poisson Distribution. Our results are summarized 
in Table II. 

The K-S critical value at 0.01 significance level and 15 
degrees of freedom is 0.404. From Table II, the K-S test 
statistics calculated for all five lanes are less than 0.404 and 
the vehicle arrivals can be assumed to follow a Poisson 
distribution with the respective arrival rate λ. 

B. Calculating the service rate μ and obtaining the 

distribution of service times 

The service rates for all lanes are obtained based on 

expert opinion as mentioned in Section III.A. At MTC 

lanes, a minimum of 210 vehicles on average can be served 

per hour. Therefore, the service rate μ is considered as 

1/210 hours per vehicle. At the ETC lane, there is 453 

actual traffic per hour observed in the morning. Taking this 

information into account, the service rate μ at ETC lane is 

considered as 1/453 hours per vehicle. The service times 

are assumed to follow an exponential distribution. 

Due to the complexity of the system under study, 

traditional queuing theory equations cannot be used to 

calculate the performance measures of the system. 

Therefore, a simulation is performed using the Arena 

simulation software.  

TABLE II. VEHICLE ARRIVAL RATES AND K-S TEST STATISTIC RESULTS 

 

Server 

1   

- ETC 

Server 

2 - 

MTC 

Server 

3 - 

MTC 

Server 

4 - 

MTC 

Server 

5  

- MTC 

λ   370.5 205.8 207.8 203.5 194.2 

K-S test 

statistic 
0.4690 0.235 0.2444 0.327 0.389 

C. Simulation setup 

In addition to the current system setup, four other 
setups are proposed and simulated to improve the 
performance measures of the current system. Finally, the 
recommendations are presented. The five identified setups 
are summarized in Table III. Scheme B suggests adding 

more manual servers to the system, schemes C and D 
incorporate the use of new technology and adding more 
electronic servers, and scheme E incorporates both.  

For each scheme, servers in each lane are simulated 
individually for a three hour period. The number of arrivals 
is generated using a Poisson distribution, and the service 
times are generated using an exponential distribution. 
Hence, each lane is separately modelled as a single server 
single stage queuing model. The relevant parameters for 
each simulation is provided in Table IV.   

D. Performance measures of the Queuing System 

The following performance measures were obtained 
from Arena Simulation Software for comparing the current 
system with the proposed system. 

a. Average waiting time in queue  

b. Average number of units in queue 

c. Average time a customer spends in the system 

d. Maximum time a unit spends in the system 

e. Average number of units in the system 

f. Server utilization 

VI. RESULTS AND DISCUSSION 

The five identified schemes are stimulated repeatedly 
using Arena Simulation Software and performance 
measures are recorded. Finally, the overall performance of 
each scheme is obtained by calculating the average values 
of the performance measures from each simulation run. 
Table V and Figure 9 summarize and compare the 
performance for each scheme. 

Considering the average values for Scheme A, a 
vehicle has to wait 2.3 minutes in the queue and nearly 3 
minutes in the system before leaving after service. The 
maximum waiting time a unit may have to spend in the 
system is as high as 8.84 minutes. The utilization factor for 
Scheme A shows that 93.2% arriving customers have to 
wait for service. These measures highlight that the current 
setup should be made efficient. Performance measures of 
Schemes B, C, D and E show that waiting time can be 
reduced by implementing one of them, but it is important 
to note the changes that should be adopted along with the 
implementations of those schemes. 

TABLE III. SUMMARY OF THE SIMULATION SETUP 

Scheme 
No. of MTC 

servers 

No. of ETC 

servers 

Total no. of 

servers 

A – current 

system 
4 1 5 

B 5 1 6 

C 3 2 5 

D 2 3 5 

E 5 2 7 

 

Schemes B and E have the lowest waiting time and 
number of waiting units, in comparison to other schemes. 
The waiting times are 25.8 seconds and 19.8 seconds, 
respectively. The number of waiting units is approximately 
1 for both schemes. Less than 1 minute waiting time and 1 
unit waiting in queue are positive performance measures. 
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However, in order to implement either one of these 
schemes, extra space is required at the toll plaza as both 
schemes require additional toll gates. If space is available 
for two extra toll gates, Scheme D is the best option 
whereas Scheme B can be adopted if space is limited for 
one extra toll gate only. Both schemes can meet the current 
demand at the Peliyagoda toll plaza, and increase the 
efficiency, and therefore no effort is needed to promote the 
use of ETC among customers. 

If space is not available to install more gates, the 
option is to adopt either Scheme C or D. The waiting time 
in both schemes is more than 1 minute. Although the 
number of waiting units are 5 and 6 respectively, it is an 
improvement from the current setup where the queue length 
can be as high as 8. 

 

TABLE IV.  SIMULATION SETUP 

Scheme Figure with parameter description of setup 

 

 

A 

 

 
 

 

Fig 4. Scheme A setup 

B  

 
 

 

Fig. 5. Scheme B setup 

C  

 
 

 

 

Fig. 6. Scheme C setup 

D  

 
 

Fig.7. Scheme D setup 

E  

 
 

Fig.8. Scheme E setup 

TABLE V. SUMMARY OF PERFORMANCE MEASURES FOR EACH SCHEME 

S
ch

em
e 

Avg. 

waiting 

time in 

queue 

(mins) 

Avg. 

number 

of units 

in 

queue 

Avg. 

time a 

unit 

spends in 

the 

system 

(mins) 

Max.ti

me a 

unit 

spends 

in the 

system 

(mins) 

Avg. 

number 

of units 

in the 

system 

Toll 

gate 

utilizati

on 

A 2.31 8.37  

8 
2.56 8.84 9.30  93.2% 

B 0.43 1.39  0.69 3.05 2.18  78% 

C 1.64 5.87  1.86 6.41 6.71  83.89% 

D 1.13 4.8  1.32 4.71 5.72  91.47% 

E 
0.33 

 0.9  0.57 2.48 1.62  68% 

 
Scheme C replaces one of the existing MTC gates, and 

Scheme D replaces two of the existing MTC gates with 
ETC gates. In addition to this, an effort is needed to enroll 
more vehicles in the ETC programme. Based on the arrival 
rates used in the simulation of these schemes, the minimum 
number of vehicles that should be converted to ETC when 
adopting the schemes are: 

● Scheme C – 618 vehicles 

● Scheme D – 1241 vehicles 

Reference [13] in their study on ETC systems in Sri 
Lanka suggested that having only one ETC gate at the toll 
plaza does not attract more customers to use it and that the 
RDA should take measures such as launching a sound 
marketing campaign to attract more customers to use ETC. 
Currently, the ETC payments are given a discount which is 
a positive move towards achieving this objective. In 
addition to the customer benefits, the authorities will also 
yield benefits by ETC gates such as, reduction in cash 
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handling and hence less use of paper to help environmental 
conservation and reduction in staffing. 

However, high installation costs should be borne for 
ETC gates than for MTC gates. Hence, it is important to 
take the cost factor into conducting an economic analysis. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 9. Performance measures calculated for each simulation setup 

 
In addition to the adoption of a better setup scheme at 

the toll plaza, the authorities could also take measures to 
improve the service times at the toll plaza such as 
encouraging customers to use exact change and adopting 
exact values for toll [14].  

VII. CONCLUSION AND FUTURE WORK 

The objective of this study is to analyze the 
performance of the queuing system at Peliyagoda toll plaza 
of the Colombo-Katunayake expressway. Using the data 
collected, the current setup and other four possible setups 
are simulated with the objective of comparing their 
performance measures. In the current setup, a vehicle 
spends 3 minutes on average in the system and the average 
number of vehicles in a toll gate queue is 8. Clearly this 
causes a high traffic congestion at the toll plaza. According 
to the Ministry of Transport in Sri Lanka [15], the vehicle 
population in the country will gradually increase in the 
future. Moreover, the number of users utilizing the 
expressway on a daily basis will increase as a result of the 
expansion schemes of expressways. Therefore, it is vital 
that steps are taken to increase the service efficiency of the 
toll plaza. Based on the results of the four proposed 
alternative setups for the system, our recommendations are 
presented in Table VI for the RDA to utilize when making 
decisions for the improvement of the current system.  

One of the major limitations of the study is the 
unavailability of reliable data for calculating service times 
due to COVID-related travel restrictions imposed in the 
country during the data collection period. Therefore, 
estimated values were obtained using expert opinion as 
service rates of MTC and ETC gates respectively. More 
reliable estimates of the performance measures may be 
obtained if data through observation are used in the 
simulations. Although the system under study is a multiple-
queue multiple-channel queuing system, the simulations 
are conducted individually for each queue as a series of 
multiple single-channel queuing systems. As Ceballos & 
Curtis [10] pointed out, this approach segregates the system 
into multiple sub-systems and is averse to change as it does 
not account for users to select the shortest-queue and no 
queue jumping is allowed. 

TABLE VI. RECOMMENDATIONS 

Factors to consider Setup improvement 
Space available to add more 

servers 

Add one manual toll gate 

No space for more toll gates but 

cost can be borne for new 

technology 

Convert one or two existing MTC 

gates to ETC. Subsequently 

attracting more customers to enroll 

in the ETC usage is necessary. 

Both space and cost for new 

technology available 

Add one MTC gate and one ETC 

gate 

 

This behaviour is different from normal behaviour at 
toll plazas where vehicles choose the shortest queue and 
changing lanes is allowed in some cases. Thus, although a 
highly complex setup, it might be beneficial to conduct the 
simulation as a multiple queue multiple-server queuing 
system. Such a simulation design phase may require careful 
planning to consider different characteristics of such a 
system.  

The results of the analysis of this study show that 
adding more servers improves the performance of the 
system. However, it also increases the service cost. As 
future work, an economic analysis could be done to find the 
optimum number of servers that will simultaneously 
minimize the service cost and the cost incurred due to 
delays in queues. 

In summary, this study performs a simulation-based 
analysis of the performance of operations at the Peliyagoda 
expressway toll plaza. Recommendations are drawn based 
on the results of the simulated setups and their performance 
measures. Furthermore, possible future work has been 
stipulated which can add more value in the direction of this 
study. 
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Abstract - Currently the computing world is getting 
complex, innovating and maturing with modern technologies.  
Virtualization is one of the old concepts and currently 
containerization has arrived as an alternative and innovative 
technology. Docker is the most famous and trending container 
management technology.  Different other container 
management technologies and virtualization technologies are 
respective other corresponding technologies and mechanisms 
for Docker containerization. This research study aims to 
identify how Docker incorporation is different from other 
computer system infrastructure technologies in the 
perspective of architecture, features and qualities. By 
considering forty-five existing literatures, this research study 
was conducted. To deliver a structured review process, a 
thorough review protocol was conducted. By considering four 
main research questions, the research study was lined up. 
Ultimately, Docker architecture and Docker components, 
Docker features, Docker integration with other computing 
domains and Docker & other computing infrastructures were 
studied. After synthesizing all the selected research studies, 
the cream was obtained with plenty of knowledge 
contribution to the field of computer application deployment 
and infrastructure.  

Keywords - computer infrastructure, containers, docker, 
virtualization, virtual machines 

I. INTRODUCTION 

Computer virtualization has existed for a long time. As 
well, virtualization is an old conceptualization within the 
computing domain. Traditionally, most information 
technology (IT) services are bound with hardware 
components and virtualization enables those services in a 
virtual manner [1]. A software component called 
hypervisor, creates separate physical resources in the virtual 
environment. The hypervisor keeps on top of an operating 
system and ultimately, the virtual machine makes the 
interaction between end-users and the computing system. 
Figure 1 presents the virtualization stack architecture. 

On top of any hardware platform, an operating system 
was launched and on top of that operating system, the 
hypervisor was launched. On the hypervisor, each virtual 
machine carries the full functional operating system. Each 
virtual machine provides a separated environment for the 
software applications and services. 

Within virtualization, each virtual machine has a heavy 
weight since a virtual machine has a full set of functional 
operating systems. Therefore, an alternative and novel 
concept was arrived called containerization.  Within the 
containerization, containers play a major role. 

 

 
Fig. 1. Virtualization architecture [2] 

Figure 2 presents the container architecture as a 
pictorial way [2]. According to the container architecture, 
it consists of a container engine instead of the hypervisor. 
On the container engine, each container keeps a packaged 
environment by including all fundamental dependencies to 
run the software applications. Each container provides an 
isolated environment for the software applications from the 
host computer infrastructure and other containers. 

 
Fig. 2: Container architecture [2] 

 

II. MOTIVATION 

Within the practitioner of the containers, Docker is one 
of the available container management technologies. Other 
than Docker: Rkt and Linux containers are available as 
container technologies.   
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 According to the official Docker documentation 
website, more than eleven million developers are engaged 
for Docker developments. As well, more than seven million 
Docker based software applications are made. More than 
thirteen billion Docker images are downloaded for the 
Docker based practitioner usages [3].   

As mentioned in the official Docker documentation, 
most of the widely used computing tools are engaged with 
Docker containerization. Few of them are Bitbucket, 
GitLab, GitHub, NGINX, Redis, Jenkins, JFrog, 
MongoDB, Visual Studio Code, etc. [3].  

Currently most industries and clients are using Docker 
oriented software applications and few of those clients are 
Paypal, Adobe, Netflix, University of Calgary, PathFactory, 
etc. [3]. Furthermore, Docker trusted contents are offered by 
Docker verified publishers as reliable Docker packaged 
blocks. Some of those publishers are Amazon Web Services 
(AWS), RedHat, Datadog, etc. [3].  

Therefore, it depicts that Docker has higher practitioner 
engagement. Hence Docker is having a higher trend within 
the practical approach. Currently there is a higher 
competition for Docker among other container technologies 
and other infrastructure approaches like virtual instances. 
This research study was designed to identify the differences 
for Docker with other computer system infrastructure 
approaches.  

The overall research study brings answers for the below 
research questions (RQs).  

RQ1: What kinds of components are embedded in the 
Docker architecture?  

RQ2: What kind of benefits are available for the 
Docker based container approaches?  

RQ3: What kind of computing areas/domains are 
integrated with Docker?  

RQ4: How do Docker and other infrastructure 
approaches differ? 

III. RESEARCH METHODOLOGY 

To obtain a thorough review analysis, the research 
study followed a highly structured review protocol. The 
ultimate review protocol is with eight steps. Table I presents 
the applied protocol as steps. The table I is with three 
columns. The first column presents the review protocol step 
number, second column presents the respective step name 
and third column presents the step in more descriptively.   

TABLE I. REVIEW PROTOCOL IN STEPS 

Step 

Number 
Step Name Step in Detail 

Step 1 

Need for the 

review 

Identify the need for the review and the 

need was identified at section II.   

Step 2 
Research 

Questions 

Declare the research questions and 

research questions were identified at 

section II.  

Step 3 
Identify the 

search strings 

The search string was declared to select 

primary literatures. The identified 

search string was declared below (1).  

Step 4 

Primary 

literature 

selection 

By using the identified search string, 

primary literatures were selected. The 

search string was browsed in the 

Google Scholar. Then primary studies 

were selected from the scientific 

databases including IEEE-Xplore, 

Step 

Number 
Step Name Step in Detail 

ACM Digital Library, Springer and 

Science Direct.  

Step 5 
Inclusion/ 

Exclusion 

To filter the papers from the domain, 

the paper inclusion and exclusion 

criteria was applied.  

Step 6 
Quality 

Assessment 

To filter the inapplicable literatures 

from the primary literature bulk, paper 

quality assessment was executed. After 

the process, 45 papers were finalized.  

Step 7 Synthesizing 
On top of the selected papers, the 

synthesizing was applied.  

Step 8 
Final 

reporting  

By including the final observations, 

investigations and results of the 

research study, a final research report 

was made. 

 

The search string: 

(Docker)˄[(infrastructure)˅(cloud)˅(containers)] () 

Other than the scientific databases, the official Docker 
documentation website was used as primary literature to 
identify the latest updates on Docker container technology.   

For the review study, the research papers were selected 
by applying the search string. Docker container technology 
was introduced in 2013. Hence the selected literatures were 
published from 2014 to 2020. The table II presents the all 
referred literatures. The table II is with two columns: first 
column is for the study topic and second column is for the 
citation number. 

TABLE II.  THE LIST OF SELECTED LITERATURES 

Topic of the Literature 
Citation 

Number 

What is Virtualization? [1] 

Exploring the support for high performance 

applications in the container runtime environment 
[2] 

Empowering App Development for Developers | 

Docker 
[3] 

Docker overview [4] 

Containers & Docker: Emerging roles & future of 

Cloud technology 
[5] 

Advantages of Docker [6] 

Performance comparison between Linux containers 

and virtual machines 
[7] 

An Introduction to Docker and Analysis of its 

Performance 
[8] 

Performance Comparison Analysis of Linux Container 

and Virtual Machine for Building Cloud 
[9] 

An updated performance comparison of virtual 

machines and Linux containers 
[10] 

Virtualization and containerization of application 

infrastructure: A comparison 
[11] 

A Comparative Study of Containers and Virtual 

Machines in Big Data Environment 
[12] 

Evaluation of Docker as Edge Computing Platform [13] 

Using Docker in High Performance Computing 

Applications 
[14] 

The research and implementation of cloud computing 

platform based on Docker 
[15] 

A Study of Security Vulnerabilities on Docker Hub [16] 

Evaluation of Docker Containers Based on Hardware 

Utilization 
[17] 

Docker Cluster Management for the Cloud - Survey 

Results and Own Solution 
[18] 
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Topic of the Literature 
Citation 

Number 

Leveraging microservices architecture by using 

Docker technology 
[19] 

To Docker or Not to Docker: A Security Perspective [20] 

Measuring Docker Performance: What a mess!!!* [21] 

Containers and Cloud: From LXC to Docker to 

Kubernetes 
[22] 

Docker ecosystem – Vulnerability Analysis [23] 

Distributed Systems of Microservices Using Docker 

and Serfnode 
[24] 

Model-Driven Management of Docker Containers [25] 

Feasibility of Fog Computing Deployment based on 

Docker Containerization over RaspberryPi 
[26] 

Improvement of Container Scheduling for Docker 

using Ant Colony Optimization 
[27] 

Using Docker Containers to Improve Reproducibility 

in Software and Web Engineering Research 
[28] 

Autonomic Vertical Elasticity of Docker Containers 

with ELASTICDOCKER 
[29] 

Integrating Containers into Workflows: A Case Study 

Using Makeflow, Work Queue, and Docker 
[30] 

DIVDS: Docker Image Vulnerability Diagnostic 

System 
[31] 

Orchestrating Docker Containers in the HPC 

Environment 
[32] 

A Docker Container Anomaly Monitoring System 

Based on Optimized Isolation Forest 
[33] 

An Empirical Analysis of the Docker Container 

Ecosystem on GitHub 
[34] 

Containers & Docker: Emerging Roles & Future of 

Cloud Technology 
[35] 

In Search of the Ideal Storage Configuration for 

Docker Containers 
[36] 

Measurement and Evaluation for Docker Container 

Networking 
[37] 

Building A Virtual System of Systems Using Docker 

Swarm in Multiple Clouds 
[38] 

A Defense Method against Docker Escape Attack [39] 

DoCloud: An elastic cloud platform for Web 

applications based on Docker 
[40] 

CoMICon: A Co-operative Management System for 

Docker Container Images 
[41] 

FID: A Faster Image Distribution System for Docker 

Platform 
[42] 

Orchestration of Containerized Microservices for IIoT 

using Docker 
[43] 

A Holistic Evaluation of Docker Containers for 

Interfering Microservices 
[44] 

Application deployment using Microservice and 

Docker containers:Framework and optimization 
[45] 

 

IV. DOCKER ARCHITECTURE 

The Fig. 3 presents the Docker architecture in a 
pictorial view. To design the fundamental Docker 
architecture, client and server architecture has been used.  
Docker daemon, Docker client and Docker registries are 
the main components for the Docker architecture [4 

The Docker daemon has a main responsibility to 
manage Docker objects. Main Docker objects are 
containers, images, volumes and network. One Docker 
daemon can communicate with other Docker daemons. To 
make the interaction with Docker, Docker client was used 
as the fundamental way. While using the Docker 
commands on the Docker client, it sends those commands 
to Docker daemon. One Docker client can communicate 
with more than one Docker daemons [4]. 

 

Fig. 3: Docker architecture [4] 

 

The Docker daemon has a main responsibility to 
manage Docker objects. Main Docker objects are 
containers, images, volumes and network. One Docker 
daemon can communicate with other Docker daemons. To 
make the interaction with Docker, Docker client was used 
as the fundamental way. While using the Docker commands 
on the Docker client, it sends those commands to Docker 
daemon. One Docker client can communicate with more 
than one Docker daemons [4].   

Docker client and Docker daemon can be executed on 
the same infrastructure. According to the designed way, 
Docker client can be connected to a remote Docker daemon 
[4]. 

To store and archive the Docker images, a dedicated 
location was allocated in the Docker architecture called 
Docker registry. According to the use-cases, publicly 
available Docker registry or private Docker registries can be 
used. Users can pull Docker images from the Docker 
registry or push the Docker images to Docker registry [4].  

Docker image is one of the most important parts of the 
Docker architecture and it consists of a read-only template 
with a set of instructions to create a Docker container. By 
using a Dockerfile, specific Docker images can be created. 
As well, Docker container is the executable instance of a 
Docker image. By using Docker application programming 
interface or command line interface, Docker containers can 
be created, stopped, started, moved or deleted [4].    

V. DOCKER FEATURES 

This section emphasizes the Docker related advantages, 
incorporations and compatibility of the Docker with other 
computing technologies.  

A. Docker Advantages 

Table III presents the Docker advantages in a more 
advanced way.  The first column denotes the Docker 
advantages and the second column denotes the advantages 
more descriptively.  

B. Docker Integrated Areas/Domains/Communities 

The Docker containerized technology is not only 
dedicated as the software application deploying 
environment. According to the referred literature studies, 
Docker container technology was integrated with different 
computing domains and areas. As a summarized list, the 
below list presents those Docker engaged computing areas 
[1] - [45]. 

• Edge Computing 

• Computer Networking 
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• Cloud Computing 

• Computer Security 

• Grid Computing 

• Distributed Computing  

• Operating Systems 

• Web Engineering 

• High Performance Computing 

• System Engineering 

• Internet of Things 

• Autonomous Computing 

• Parallel Computing 

• Microservices 

 

Hence, the above list depicts that Docker was spread in 
a variety of computing domains. Within the above domains, 
Docker was used as a runtime environment, virtualization 
and an operating system. Mainly, Docker was used for 
development, testing, deploying and experimenting 
purposes. 

TABLE III.  DOCKER ADVANTAGES 

Docker Advantage Advantage in more Descriptively  

 Lightweight  

Docker is with lightweight containers and 

images than traditional virtual machines. 

Since traditional virtual machines carry a full 

set of operating systems, a virtual machine is 

heavy weight. Furthermore, one virtual 

machine consumes heavy resources from the 

host computer infrastructure to execute a full 

set of operating systems [5].  

Portable 

Docker containers and images can be moved 

as one module within any computer system 

infrastructure easily: therefore, Docker is 

portable. Due to the portability, Docker 

images can be shared with different hosts 

easily. However, traditional virtual machines 

can be moved within different hosts but it is 

more heavy and has to follow more steps [5] 

[6].   

Scalability 

Docker is providing a facility to scale the 

Docker containers and services by up and/or 

down the number of replicas. Docker takes 

the responsibility to upgrade or downgrade 

the number of replicas very smoothly, without 

making any effect on the software service. 

Therefore, Docker can be provisioned more 

easily than the virtual machines [7].  

Best fit for 

microservices 

According to the microservices architecture, 

software applications need a separated and 

isolated environment. Therefore, Docker 

makes an isolated environment within the 

Docker containers and it helps to give the best 

software environment for the microservices 

softwares. Without making any conflicts with 

other modules or components, Docker 

provides the best fit for microservices [7].  

Optimal resource 

utilization 

Docker container structure shares the host 

computer resources among the Docker 

objects. Docker has the facility to allocate 

limitations for each Docker object to utilize 

the host memory, CPU, disk space and 

network. Due to those limitations and 

constraints, Docker has optimal resource 

utilization [5]. 

 

As well, Docker container technology has presented an 
excellent research path in computing. Research scholars 
have presented that Docker brings a strong research 
direction.  

For the government of Docker or other container farms, 
container orchestration solutions are needed. Therefore, 
Kubernetes has been identified as the best fit for Docker 
container orchestration with amazing and fantastic features 
& functions. Mainly identified Kubernetes features for 
Docker are automatic rollouts, automated roll backs, storage 
orchestration, load balancing, service discovery, 
configuration management, batch execution, horizontal 
scaling, self-healing, automated bin packing, etc.  

C. Docker and Other Corresponding Approaches 

Docker has been identified as the best computer 
infrastructure for the software application deployments. 
Other than Docker, there are different kinds of container 
management technologies and virtual environments. Most 
scholars have made different comparisons among Docker 
and other corresponding approaches.  

Virtual machines use an extra layer called hypervisor 
and the hypervisor is between the host operating system and 
guest operating system (Figure 1 presents the location of the 
hypervisor according to the virtualization architecture). 
However, containers add up an additional layer between the 
host operating system and where the applications are 
virtualized and executed. It was known as a container 
engine. Since containers do not use any guest operating 
system, it makes a considerable performance difference 
between container technology and virtual machine 
technology [8].   

Below tables IV, V and VI present the performances of 
different container vendors and virtual machines. According 
to the paper [9], Docker container performance is better than 
KVM (Kernel-based Virtual Machines) in terms of boot 
time and calculation speed [9]. But another research paper 
has proved that there is no difference of wastage of host 
resources between Docker and KVM but there is a 
noticeable difference in execution as KVM is faster than 
Docker containers [10]. The research paper [11] has 
presented that LXC (Linux Containers) takes a longer time 
to accomplish a defined task. But XenServer took less time 
than LXC. LXC is a better container in the sense of fewer 
wasted resources while Xen is better in the sense of equally 
distributing resources. 

TABLE IV.  DOCKER AND KVM 

 Reference: [9]  

Docker KVM 

 Short boot time Long boot time 

Calculation speed is faster Calculation speed is slower 

No guest operating system Works independently  

 
According to the above summarized Table IV, KVM is 

working independently due to KVM having a hypervisor 
and Docker has no guest operating system. But Docker 
shares the host operating system resources. 

As mentioned in the literature,  LXC consumes less 
overhead on the parameter of host computer resources. 
Same as that, XenServer has consumed more overhead. The 
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author has identified that XenServer was better in the sense 
of distributing host computer resources equally. But LXC 
was not like that and LXC was better in the sense of 
executing fully isolated processors [11]. 

TABLE V.  XEN-SERVER AND COREOS 

Reference: [11] 

XenServer (Xen) CoreOS (LXC) 

More overhead (regarding 

wastage of resources) 

Less overhead (regarding 

wastage of resources) 

Less time to accomplish request 
Longer time to accomplish 

request 

Better in sense of equally 

distributing resources 

Better in sense of executing 

isolated processes 

 
According to the above summarized Table VI, Docker 

and KVM have presented a more mature innovation than 
native approach. As well, KVM has demonstrated very less 
host computer resources wastage than both native and 
Docker approaches.   

TABLE VI.  NATIVE, DOCKER AND KVM 

Reference: [10]  

Native Docker KVM 

Overhead (regarding 

wastage of 

resources) 

Slightly less 

overhead than native  

Slightly less 

overhead than native 

and Docker 

Slow execution 

equal to Docker  

Slow execution 

equal to native 
Fast execution 

- Mature innovation Mature innovation 

 

Apart from the above comparisons, a recent research 
paper has presented differences between containers and 
virtual machines.    A container consists of executable 
software application binaries and executable codes. All 
fundamentally necessary software dependencies need to run 
a container. Containers are using Linux kernel mechanisms 
to allocate resources. The authors have said that engineers 
can allow allocating resources for the containers like 
network configurations, CPU and memory at the time of 
container creation. The allocated resources may be adjusted 
dynamically but any container cannot use more resources 
than being specified [12]. 

The paper [12] has expressed that, the first difference 
between containers and virtual machines is: containers are 
more lightweight than virtual machines. The due reason is: 
containers include only executable applications and their 
dependencies. The containers which are on the same 
machine, share the host operating system resources among 
containers. Respective virtual machines do not share the 
host operating system resources. Virtual machines contain a 
full set of operating systems. Furthermore, the same paper 
[12] has presented that virtual machines can run as any 
operating system that is different from the host machine. But 
containers need to use the same operating system as the host 
machine.  

The authors of the paper [12] have presented the second 
comparison on the hypervisor. For the virtual machine 
environment, the hypervisor is necessary to use such as 
VMware ESXi and KVM. It is not required for containers. 
Virtual machines are functioning as an independent 

machine by keeping all control of all resources under the 
virtual machines. Furthermore, virtual machines are running 
as non-privileged mode and containers are running on 
privileged mode. It depicts that virtual machines cannot 
execute many privileged instructions. As well as, for the 
execution of instructions, the virtual machine environment 
is needed to translate all virtual machine instructions to 
executable commands to which that needs to run on the host. 
However, containers make communication with the host 
directly by system calls and it does not require any 
intermediate mechanism to convert instructions [12]. 

Furthermore, the paper [12] has discussed image files 
of virtual machines and containers. Virtual machines have 
their own images and containers share some of their images. 
Container images are created as a layered architecture. To 
create an image on an existing image, the platform adds 
another layer on the original image. Image files of different 
virtual machines are isolated from each other [12]. 

The authors of [12] have presented their research 
findings as researchers and practitioners pay their attention 
to containers instead of virtual machines. Containers are 
more cost-effective. Furthermore, containers usually consist 
of tens of Megabytes (MB) while virtual machines can take 
about several Gigabytes (GB). To run an application, a 
container uses very fewer resources than virtual machines 
due to containers not needing to maintain an operating 
system. Containerized platforms do not contain any 
hypervisor and containers present more performance than 
virtual machines [12]. 

VI. CONCLUSIONS 

Containerization was identified as an alternative for 
virtualization. Within the practitioner of the container 
management technologies, Docker keeps and plays a major 
role. Currently millions and billions of customer 
interactions are with Docker container management. Docker 
has client and server architecture. As well, Docker daemon, 
Docker client, Docker registry and Docker objects play 
main roles in the Docker platform. Those components and 
modules help to carry answers for the RQ1. Docker has 
many available features and benefits. Some of them are 
scalability, portability, lightweight, best fit for 
microservices and optimal resource utilization. Hence those 
features provide the answers to the RQ2. 

Without limiting to software application launching on 
Docker, Docker containerization was engaged with many 
computing technologies. Few of them are fog computing, 
cloud computing, grid computing, Internet of Things, 
microservices, etc. Those are answered to the RQ3. As 
presented above in the V.C section, many of Docker and 
other infrastructure technologies were discussed. Hence 
those are answered to the RQ4.  

The scholarly research articles present that Docker has 
a higher engagement with all kinds of computing 
technologies. Docker plays a major role in computer system 
administration engineering.  
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Abstract - Vibration analysis is used to detect faults and 

anomalies in machinery and other mechanical systems that 

produce vibrations during operation. The study aimed to 

develop an algorithm that can detect and locate engine faults 

in automobiles by analyzing vibrational data produced during 

engine operation. Analysis was done on one type of engine 

fault – Spark Ignition Engine misfire. To detect anomalies in 

the vibrational pattern (waveform), analysis was carried out 

in both time and frequency domains. To obtain vibrational 

data an AVR – 32 (Arduino) based data acquisition device was 

built, and analysis was carried out in MATLAB using scripts 

and functions. The developed algorithm isolates frequency 

components in the waveform that corresponds to engine faults 

and converts them into numerical quantities that are then 

compared with computed ranges. The algorithm was able to 

identify the presence of a misfire in the engine and could 

locate the cylinder in which the misfire occurs with significant 

accuracy. 

Keywords - locating engine misfires, vibration analysis 

I. INTRODUCTION 

Vehicle engine faults need to be detected to prevent 
damage to components of the vehicle, maintain driver and 
passenger comfort as well as prevent catastrophic failure 
during its operation. The heart of any automobile is its 
engine. Modern-day engines are complex machines that are 
controlled by computers and rather intimidating for the 
usual mechanic to work on. Engine faults can be 
categorized into faults that can be identified visually, with 
the use of onboard diagnostics (OBD) scanner, and by 
listening to the sound generated by the engine. Faults that 
are identified by listening, requires expert knowledge, and 
experience. It can be difficult for a new and inexperienced 
mechanic to correctly identify a fault by listening to the 
engine sound. Even experienced mechanics can incorrectly 
diagnose faults leading to unnecessary expenses and 
rework. It is therefore imperative that a system is 
introduced which can correctly identify engine faults by 
analyzing engine sound/vibrations. After identifying the 
problem, the mechanic will then have to locate it. This is 
done through trial and error and involves the removal of 
electrical connections and engine components. Therefore, 
having a system that locates the problem is also vital. This 
study aims to develop an algorithm to accurately detect 
engine misfires and locate the cylinder where it occurs by 
analyzing vibrations generated during operation. Vibration 
analysis is widely used to detect failures and faults in 
industrial machinery but is seldom used to detect vehicular 
faults.  

An algorithm is proposed in [1] where engine faults are 
identified using sound recordings. Sound recognition 
techniques are used in the detection algorithm mentioned 
in [2]. The proposed algorithm uses three criteria to decide 
on the fault. A mini microphone is used to record sounds at 
different engine rotational speeds in [3]. Engine faults are 
then identified using a model built in MATLAB. All the 
above-mentioned research is based on sound analysis and 
has a common problem of eliminating excessive noise from 
the recorded sound wave. Further, the effectiveness of 
capturing all vibrations emitted from the engine is 
questionable as the microphone only captures waves that 
reach it through an air medium. Both issues can be 
mitigated if the vibrations are recorded using an 
accelerometer that is placed on a suitable/effective position 
on the vehicle frame/engine. This method is used in [4] to 
acquire vibrations generated from the engine. Using a 3-
axis accelerometer it is possible to measure the vibrations 
in all 3 planes. Variations in signal parameters between the 
normal engine and the fault engines are then identified. A 
3-axis accelerometer is used along with a data acquisition 
device in [5] to acquire vibrations to detect faults in 
induction motors.  

A simple but powerful data acquisition device can be 
fabricated using Arduino as mentioned in [6]. The Arduino 
platform is used to acquire vibrational data from a 3-Axis 
digital accelerometer. However, post-processing of the 
vibrational data must be done on a computer or Field 
Programmable Gate Array (FPGA). Another such Arduino-
based data acquisition device is used in [7] to measure free 
vibrations on a wind turbine blade. A more powerful 
alternative to the Arduino platform is discussed in [8] 
where a Raspberry Pi single-board computer (SBC) is used. 
The main advantage of using an SBC is the ability to 
perform the data acquisition as well as the post-processing 
in the same device. However, SBCs are relatively more 
expensive than microcontrollers and the post-processing 
algorithm can be implemented in an FPGA which has a 
smaller form factor. 

Vibration analysis to determine piston scuffing fault in 
Internal Combustion engines is appraised in [9]. It was 
shown that piston scuffing fault caused an increase in 
maximum, root means square, mean, skewness, kurtosis, 
and impulse factor of the engine vibration in the frequency 
band of 2.4–4.7 kHz [9]. The development of an algorithm 
that can determine faults by assessing nuances between 
normal and abnormal waveforms is presented in [10] where 
analysis is done to determine tool wear and condition in 
high-speed milling. Here reconfigurable infinite impulse 
response (IIR) band-pass digital filter and statistical 
techniques [10] are used for processing and analyzing 
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vibrational signals. The vibrations are analyzed after 
converting the signal into a time-frequency domain with the 
use of Continues Wavelet Transform (CWT). In the 
developed algorithm, arithmetic means value, and the sum 
of absolute values of the digitally filtered vibration signal 
is utilized as reference value to set up a healthy tool 
threshold. A comparison between a set healthy tool 
threshold and the sum of absolute values of the digitally 
filtered vibration signal is the basis for the decision-making 
algorithm. This algorithm can indicate faults in real-time 
which is advantageous. Another real-time fault detection 
algorithm is presented in [11] where vibrational analysis is 
done to identify faults in industrial machinery. Here, Fast 
Fourier Transform (FFT) is used to convert the wave from 
the time-domain to the frequency-domain. The use of CWT 
or FFT greatly depends on the nature of the waveform as 
FFT does not consider time-domain characteristics whereas 
CWT allows the assessment of characteristics that vary 
with time. For example, the effectiveness of both CWT and 
FFT to distinguish abnormalities in EEG signals is assessed 
in [12]. It was found that since EEG signals are non-
stationary (characteristics change with time) CWT is more 
suitable than FFT for spectral analysis. To arrive at a 
conclusive decision, it is therefore imperative to use both 
methods to analyze waveforms and see what is most 
effective in determining engine faults. 

Signal analysis techniques to locate engine faults 
(misfire) are being discussed in [13]. In this study, time-
domain features such as the peak-to-peak value (PP), root 
mean square value (RMS) are used to identify and isolate 
the misfiring cylinder of an engine. Experiments showed 
that as the engine rotational speed is changed, the features 
that can be used to detect and locate the cylinder also 
change. Therefore, the performance of the features in 
isolating faults is dependent on the engine rotational speed. 

Vibration analysis is used in many instances to detect 
anomalies and faults in mechanical systems. Extensive 
research has been done on detecting engine faults through 
vibration analysis. However, locating faults have been only 
discussed in [13]. Here, analysis is performed exclusively 
in the time domain. In this study, waveforms will be 
analyzed in both frequency and time domains. The 
developed algorithm isolates fault signals to detect and 
identify engine faults. 

II. METHODOLOGY 

A. Theory 

A digital 3 -axis accelerometer (ADXL 345) was 
chosen as the sensing device. The data acquisition device 
was made using the Arduino platform. The algorithm for 
analyzing the signal was created in MATLAB using scripts 
and functions. Signal analysis is predominantly done in the 
frequency domain using the Fast Fourier Transform (FFT) 
as the waveforms emitted from the engine are stationary 
signals when considered for a long enough period.  

FFT is an algorithm that calculates the Discrete Fourier 
Transform in a numerically efficient way. The benefit of 
using the FFT algorithm is that it is an order nlog(n) 
operation, where n is the number of discrete data points. 
For large data sets, this is favorable as FFT is almost linear 
scaling in n as the effect of log(n) is less significant as n 
gets large. The FFT algorithm is standard and comes as a 
built-in feature in MATLAB.  

At the early stages of the research, waveforms were 
analyzed using a Spectrogram that utilizes a Gabor 
transform. Spectrograms can be used to assess a waveform 
in both time and frequency domains. For example, when a 
signal is transformed from the time domain to the 
frequency domain using the FFT it would yield a plot that 
shows the constituent frequencies of that waveform and 
their magnitudes. However, it is not possible to observe 
when these frequency components occur in the waveform. 
The Gabor transform allows us to compute the spectrogram 
which is a time-frequency plot that shows which 
frequencies are active in each period of a waveform. The 
Spectrogram is computed by convolving a Gaussian 
wavelet with the Fourier transform while the Gaussian 
window is moved across the original waveform. This yields 
a frequency plot weighted by the Gaussian window.  

B. Experimentation 

A normal running engine produces vibrations due to 
the combustion that occurs in the cylinder and other 
moving parts in the engine. The constituent frequencies of 
this vibrational signal will be constant at a particular 
rotational speed of the engine. If a misfire is induced in one 
of the cylinders, the vibrational signal will change 
significantly due to the unbalanced combustions in the 
cylinder. Additional frequency components will be 
observed in the signal and thus the issue could be identified. 
Further, the magnitude of these newly induced frequencies 
and their distribution will be assessed to find a correlation 
between waveform characteristics and the misfiring 
cylinder. If successful, the misfiring cylinder can be 
located. The vibrations were captured using a 3 – Axis 
digital accelerometer (ADXL345) and acquired by a Data 
Acquisition Device (built using the Arduino platform) 
through I2C communication protocol. The received data is 
then transmitted via Serial communication (UART) to a 
computer. The Arduino board is interfaced with MATLAB 
which is installed in the computer. The received data is then 
written to a spreadsheet by a MATLAB script. This data 
contains the acceleration values in the X, Y, and Z axes and 
the time stamps at which readings were taken. The 
sampling rate ranges from 450 Hz to 500 Hz which was 
deemed satisfactory as it would give a maximum 
measurable frequency of 225 Hz (In a 4 stroke 4-cylinder 
engine at 2000 RPM, combustion occurs at a frequency of 
66.67 Hz). The recorded data can then be loaded to the 
MATLAB environment for further analysis. 

1) Experiment 01 

A series of preliminary tests were carried out to check 
the feasibility of the research and to develop the algorithm. 
The objectives of the experiment are as follows, 

● Determine whether the waveform produced is 
stationary. 

● Observe whether misfires can be detected through 
waveform analysis.  

The experiment was carried out on a 2002 Toyota 
Corolla 1.5L 4 stroke 4-cylinder engine (1NZ-FE) using 
just one accelerometer positioned between the left-most (1st 
cylinder) and the 2nd cylinder. The accelerometer was fixed 
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to the engine block rigidly with the use of a stud and bolt 
connection. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Test setup for experiment 01 

A misfire was induced in the first cylinder by 
disconnecting the electrical connection to its ignition coil. 
Readings were then taken at idling speed and at 2000 RPM. 
The procedure was repeated for misfires in each cylinder 
and finally for the normal (no misfire) scenario. 

 

 

 

 

 

 

 

 

 

 

Fig 2: Accelerometer fixed rigidly to the engine block. 

The obtained waveforms were then analyzed using a 
preliminary algorithm that was coded in MATLAB. 

2) Experiment 02 

The second set of experiments were carried out on the 
same engine at idle speed (around 1000 rev/min). Readings 
were taken from two accelerometers at two different 
locations to see if and how the waveforms change with the 
location of the accelerometer.  

Objectives of the experiment are as follows, 

● To see if the magnitudes of the additional 
frequencies (explained in future sections) have 
any correlation with the position of the misfiring 
cylinder. 

● To assess the reproducibility of the vibrational 
waveforms. 

 

Fig 3: Test setup for experiment 02 

As in the 1st experiment, readings were taken for 5 
scenarios (normal, misfires in cylinders 1,2,3, or 4). 
Readings were taken by both accelerometers 
simultaneously. In this experiment, only the Y-axis 
readings were taken from both accelerometers because 
upon analyzing data obtained in the 1st experiment it was 
clear that significant differences in the waveforms in 
different scenarios were observed only in the Y-axis 
readings. The procedure was repeated trice. 

Measurements were obtained from two locations to see 
if the results could be used to locate the misfiring cylinder. 

 

 

 

 

 

 

 

 

 

 

 

Fig 4: Updated data acquisition device with 2 accelerometers 

C. Results 

1) Experiment 01 

A total of 30 waveforms were obtained in the first 
experiment. The breakdown of those waveforms are as 
shown in Tbale I. To demonstrate the differences in the 
obtained waveforms Fig 5 to Fig. 9 are presented.  
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TABLE I. RESULTS BREAKDOWN 

Scenario X 

axis 

Y 

axis 

Z 

axis 

Total 

Idle 

Normal 1 1 1 3 

1st cylinder misfire 1 1 1 3 

2nd cylinder misfire 1 1 1 3 

3rd cylinder misfire 1 1 1 3 

4th cylinder misfire 1 1 1 3 

2000 RPM 

Normal 1 1 1 3 

1st cylinder misfire 1 1 1 3 

2nd cylinder misfire 1 1 1 3 

3rd cylinder misfire 1 1 1 3 

4th cylinder misfire 1 1 1 3 

Total 10 10 10 30 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2) Experiment 02 

 

Fig 10: Power spectral density vs Frequency of different engine 

conditions. 

The 3D plot shown in Fig 10 contains the frequency 
spectrum of all the waveforms obtained by both 
accelerometers. Note that for each scenario and 
accelerometer, 3 frequency distributions are plotted. This is 
because measurements were repeated 3 times for each 
scenario. 

 

Fig 5: Y-Axis Readings - Normal at Idle 

Fig 6: Y-Axis Readings - 1st Cylinder misfire at Idle 

Fig 7: Y-Axis Readings - Normal at 2000 RPM 

Fig 8: Y-Axis Readings – 2nd Cylinder misfire at 2000 RPM 

Fig 9: X-Axis Readings – 3rd Cylinder misfire at 2000 RPM 
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D. Analysis and Discussion 

1) Experiment 01 

Fig 5 to Fig. 9 shows the denoised waveform in the 
time domain, frequency spectrum, and spectrogram of 
some of the waveforms. To validate that the signals 
received are stationery, the waveforms were analyzed in the 
time- frequency domain using a spectrogram (Gabor 
Transform). 

The horizontal line in the spectrogram indicates that 
the signal does not change with time, thus is stationary. 
After converting the signal to the frequency domain using 
the FFT, the noise was removed by eliminating low power 
frequency components. In all waveforms, a clear spike was 
observed in the frequency spectrum at a frequency similar 
to that of the frequency of combustion (spark frequency) at 
that particular engine speed. For instance, in Fig 7,8 and 9 
a spike is present at around 68-69 Hz which is the frequency 
of combustion at 2000 RPM. At normal conditions (no 
misfire), the only frequency component that was present in 
the waveform corresponds to the spark frequency. This was 
later validated through multiple tests.  

When a misfire is induced in one of the 4 cylinders, 
extra frequency components appear. As shown in Fig 8, 
when a misfire is induced in the 2nd cylinder an additional 
spike appears at 17.63 Hz. This new frequency component 
was observed in all misfiring scenarios in the Y-Axis at 
2000 RPM. At idle speed, additional frequency 
components were only visible in some misfire scenarios. 
Further in all scenarios where this frequency appeared, it 
was similar to the combustion frequency of a single 
cylinder (single-cylinder spark frequency). For instance, at 
2000 RPM, a cylinder experiences a spark every 2 rotations 
of the crankshaft, thus at a frequency of 16.67 Hz. The 
presence of this additional frequency component could 
therefore be considered as an indicator for a misfire. 
However, locating the cylinder is not possible through this 
analysis.  

2) Experiment 02 

As the waveforms were validated to be stationary 
signals from experiment 01, analysis was performed 
exclusively in the frequency domain. Four key regions 
were identified where frequency components would 
appear. These regions are,  

a) Single cylinder spark frequency region  
b) Engine crank rotational frequency region 
c) Intermediate frequency region 
d) Engine spark frequency region 

The frequency distributions of the obtained waveforms 
are shown in the 3D plot (Fig 10). Frequency spikes were 
observed in the spark frequency region as observed in 
Experiment 01. Whenever there was a misfire, additional 
spikes were observed in the Single spark frequency region, 
Engine crank rotational frequency (Crank frequency) 
region, and intermediate frequency region. From these 
three regions, the crank frequency region showed the most 
variance in power of the frequency components. Therefore, 
the single spark frequencies of each waveform were 
isolated using a MATLAB script for further analysis.  

Fig 11 shows the average power values (with 
associated uncertainties) of the crank frequencies in each 

scenario. The two points in each region show the means of 
the power values obtained from the left accelerometer and 
right accelerometer, respectively. From Fig.11 it is possible 
to distinguish the normal running condition, 1st cylinder 
misfire and 2nd cylinder misfire as their power ranges do 
not overlap with others. However, it is difficult to 
distinguish the 3rd cylinder misfire case from the 4th 
cylinder misfire case by only assessing the mean power 
values as their power ranges overlap. Therefore, a different 
approach had to be taken for the analysis. The graph in Fig 
12 shows the means of RMS values of the vibrational 
signals. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 11: Mean Power vs misfire scenario 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 12: Mean RMS values vs misfire scenario 

 
The green and orange points show the mean RMS of 

the original waveforms (without processing) of different 
misfire scenarios. The red and blue points are the mean 
RMS values of the same waveforms where all other 
frequency components except the crank frequency are 
filtered out (only the crank frequency component exists). 
The mean power variation also shows the same pattern.  
However, RMS was selected over PSD as it required less 
computation. As expected under normal conditions the 
RMS values of the isolated signals (filtered signals) are 
zero as the single spark frequency does not exist in the 
original waveform. In other cases, the RMS values are non-
zero for the isolated signals. The mean RMS values show a 
similar trend to the mean power values shown in Fig 11. 
Similarly, normal, 1st cylinder misfire, 2nd cylinder misfire 
can be differentiated by just observing the RMS range of 
the isolated waveforms (-1.5σ and 1.5σ). To differentiate 
the 3rd and 4th cylinder misfiring cases from each other the 
RMS ranges of their respective original signals must be 
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used. Specifically, the signal obtained from the right 
accelerometer. There is a clear difference between the 
mean RMS values of the original right accelerometer 
signals of the 3rd and 4th cylinder misfiring scenarios. 
Further, the ranges were chosen to avoid their RMS ranges 
from overlapping while yielding an acceptable level of 
accuracy (87%). Under these conditions, the misfiring 
engine can be located by the following methodology shown 
in Table III. 

TABLE II.  MEAN RMS VALUS AND RANGE OF RMS VALUES 

 
TABLE III.  IDENTIFICATION ARGUMENTS 

 

Isolated 
Signal 
RMS 

 
Original 

Signal RMS 

Normal 0   

1st Cylinder misfire 
(1.4739 - 
1.8823) 

  

2nd Cylinder misfire 
(0.8618 - 
1.0884) 

  

3rd Cylinder misfire 
(0.4470 - 
0.6468) 

AND 
(3.2727 - 
3.5097) 

4th Cylinder misfire 
(0.4270 - 
0.6364) 

AND 
(3.5886 - 
3.8326) 

 

Since only the waveforms that were obtained by the 
right accelerometer were used for the identification there is 
no need for a system with two accelerometers for data 
acquisition for this engine model and this engine fault. 

III. CONCLUSION  

Vibrations transmitted through the vehicle structure 
were recorded using an accelerometer connected to a data 
acquisition device. A low-cost data acquisition device was 
built using the Arduino platform. The recorded waveforms 
which originated from the same engine but under normal 
and misfiring conditions were analyzed. The analysis was 
done on MATLAB. Two separate experiments were carried 
out to obtain data to develop a method to detect engine 
misfires and to locate the misfiring cylinder. Frequency 
analysis showed that frequency components equal to the 
crank frequency of the engine at idling speed appear when 
there is a misfire in one of the cylinders. The average power 
of the crank frequency components can be used to 
differentiate normal; 1st cylinder misfire and 2nd cylinder 
misfire scenarios. To distinguish misfires in the 3rd and 4th 
cylinders assessing the power of the frequency components 
proved insufficient. Differentiation was possible by a 
combined assessment of the mean RMS values of the 
isolated fault signals and the original signals.  

This method can be used to detect and locate an engine 
misfire (with about 87% accuracy) in this engine at idle 
speed.  

This study was performed on one engine model 
preliminarily. The methodology can be developed, 
however, to detect misfires in other engine models through 
conducting the same tests on those engines and setting 
identification arguments unique to them. Currently, the 
methodology can only detect engine misfires under 
controlled conditions. That is, on an engine that does not 
have other faults except for misfires. This study does not 
assess how the existence of other faults such as damaged 
camshaft, knocking, faulty mounts, etc. in addition to 
engine misfiring, affect the performance of the 
methodology. In the future, the methodology may be 
developed to detect and locate other engine faults such as 
engine knocking.  

Based on the conducted study, an algorithm can be 
developed and implemented on a device that can be used to 
detect and locate engine faults. Such a device will assist 
mechanics in accurately detecting and locating engine 
faults without unnecessary engine disassembly and trial 
and error techniques. Further, an algorithm based on this 
methodology may be implemented on the Engine Control 
Unit to detect faults and improve efficiency. For instance, 
engine efficiency can be improved by controlling the spark 
timing of individual cylinders once engine knocking is 
identified and located. 
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Abstract - To be more cost-effective as well as to maintain a 
sustainable competitive advantage, many enterprises tend to 
improve their business practices by having a strong relationship 
with third-party (3PL) logistics service providers. The main 
objectives of this paper are to determine the key success factors 
associated with the Sri Lankan 3PL industry and identify the 
interrelationships of these key success factors. A systematic 
literature review and expert opinions were used to identify the 
key success factors of the 3PL industry in Sri Lanka. In total 21 
key success factors were obtained, and those key success factors 
were grouped into four categories as organization strategy, 
management, and process, human resources, and customer 
orientation.  Q-sort technique was used to group key success 
factors into four categories.  Decision-making trial and 
evaluation laboratory (DEMATEL) method was used to capture 
the interactive relationships among the key success factors of 
3PL service providers, and the casual effect map analyzed. Data 
were collected through questionnaires from middle and senior-
level managers of 3PL firms. A total of eleven experts in the 3PL 
industry participated in the data collection process. The result 
shows that organization strategy is a core success factor since it 
has both high prominence and high interrelationship. 
Management and process were classified as driving factors since 
they had a low prominence but a high interrelationship. 
However, human resources and customer orientation had high 
prominence but low relationship, which are influenced by other 
factors and cannot be directly improved. The findings may assist 
managers to formulate long-term flexible decision strategies in 
their 3PL firms. 

Keywords - 3PL, DEMATEL, interrelationship, key success 
factors 

I. INTRODUCTION 

Over the last few decades, the global logistics industry 
has grown significantly. Planning, implementing and 
controlling transportation, warehousing, inventory 
management and control, order processing, information 
systems, and packaging are all common logistics 
management activities [1]. Third-party logistics (3PL) 
service providers are the companies that provide these 
logistics services. Reference [2] states that from a customer 
perspective, 3PL firms are considered as resource managers, 
problem solvers, transportation strategists, distribution 
strategists as well as supply chain strategists. The third-party 
logistics industry provides very important support for 
enterprises in different industries, and it also promotes the 
economic growth of a country. Because of that, the 
development of the 3PL industry is an essential factor that 
needs to be considered from a country perspective. Sri Lanka 
however, is lagging, even though our geographical location 
provides it a competitive edge.  

With the increasing demand and technological 
advancement, it is a mandatory requirement to satisfy 
customers by fulfilling their needs to survive in the market. 

Identifying key success factors for the industry, from both a 
customer and supplier perspective becomes fundamental for 
industry success. When it comes to the third-party logistics 
industry, service providers must set themselves apart by 
providing value-added services, focusing on key customer 
accounts that can generate high profits, achieve economies of 
scale, and improve service providers' ability to support 
international operations. Key success factors can provide 
significant support to achieve those goals in the 3PL industry. 

Awareness of the key success factors will enable the 
companies to improve delivery performance, improve 
customer satisfaction, increase customer acquisition, 
optimize the relationship between suppliers and customers, 
improve profit and revenue growth, reduce overall logistics 
cost and improve the quality of logistics services provided. 
Countries like Germany, Sweden, Belgium, Austria, Japan 
identified those key success factors and developed a 
competitive edge over their rivals. Identifying the success 
factors in a developing country setting like Sri Lanka, would 
assist in developing the logistics services in the country and 
enable it to fully exploit the countries geographical location 
to service international trade worldwide.  

Most of the studies have identified the priorities of the 
key success factors in the 3PL industry but very limited 
research has been done to identify the interrelationship of the 
key success factors in the 3PL industry. As Sri Lanka is lying 
on a key East-West trade route and located next to India, it is 
worthy for practitioners and investors to know about key 
success factors of third-party logistics provider companies in 
Sri Lanka. When the efficiency and effectiveness of service 
providers improve, it will create a smooth supply chain. 
Therefore, the clients can explore more business 
opportunities. This will create a win-win situation for both 
3PL service providers and their clients.  

II. LITERATURE REVIEW 

A. Sri Lankan 3PL industry 

The 3PL industries in European and Asian countries 
have been studied widely, but there is a limited number of 
studies focused on the Sri Lankan 3PL industry. Currently, 
3PL services are in their nascent stage in Sri Lanka [3]. In 
World Bank’s Logistics Performance Indicator ranking (LPI) 
for 2018, Sri Lanka is ranked 94th out of 160 whereas 
Germany is ranked at 1. With a score of 2.60 out of 5, Sri 
Lanka is classified as a partial performer [4] (for details, refer 
to Table I). 

In Sri Lanka, though 3PL service providers and their 
customers maintain a good relationship, the level of 
satisfaction, and trust towards service providers are not 
considered high. Cost, lack of control, lack of coordination 
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and lack of cooperation, lack of skills and knowledge, lack of 
industry knowledge, and trade union activities are the factors 
that affect the growth of the 3PL market in Sri Lanka [3]. This 
study also identifies future issues in the Sri Lankan 3PL 
sector, such as reducing delivery lead times, adopting new 
technology, managing the number of order channels 
multiplied by the number of delivery alternatives, and dealing 
with overstocks due to online sales, among others. 

When examining the 3PL industry's global context, they 
gravitate toward innovative technical services. Sri Lanka 
should also concentrate on improving the quality of these new 
applications to attract more customers and raise the country's 
GDP. Otherwise, they will not be able to compete in the 
market since a competitor will gain a competitive advantage 
over them [5]. Reference [6] stated that before the 3PL 
industry in Sri Lanka gets disrupted with the labour shortage 
issues and the dynamic customer demands, firms have to 
focus on technology adoptions to survive within industries. 

TABLE I. SRI LANKA’S LPI RANK AND SCORE 

Parameter Germany  

(score out of 5) 

Sri Lanka  

(score out of 5) 

Customs 4.09 2.58 

Infrastructure 4.37 2.49 

International shipments 3.86 2.51 

Logistics competence 4.31 2.42 

Tracking and tracing 4.24 2.79 

Timeliness 4.39 2.79 

Overall LPI score 4.2 2.6 

LPI rank 1 94 

 

Reference [7] investigated how information technology, 
supply chain security, and green supply chain practices affect 
the amount of interaction between users and providers of 
third-party logistics services. Reference [8] mentioned that 
several 3PL providers in Sri Lanka have taken steps to 
establish their own modest to large-scale Information 
Communication Technology (ICT) solutions for their 
business processes. The usefulness of a Warehouse 
Management System (WMS) in facilitating warehouse best 
practices is also highlighted in this study. 

B. Key success factors 

Several studies have investigated the importance of key 
success factors on business performance in the 3PL industry. 
Key success factors are concerned with not only the success 
of a business entity but also its potential to deal with difficult 
business conditions [9]. Reference [10] claimed that a 
stronger association between relationship management and 
organizational success of the 3PL service provider and the 
3PL service user is enhanced by greater understanding and 
proper communication between parties.  

Cloud technology applications in the logistics industry have 
been explored in some research. Reference [11] provided a 
smart model that uses agent technology and cloud computing 
to make data collection and flow easier, as well as provide 
better and less expensive access to logistics management 
systems. The cloud platform is also mentioned in reference 

[12] as a crucial foundation for logistics network 
optimization. The internet of things technology development 
patterns in warehouse operations were explored in reference 
[13] using four main criteria. Those were the rapid 
development of RFID technology in warehousing, the 
integrated application of sensing technology, the AGV 
(Automated Guided Vehicle) integration into the warehouse, 
and IoT will be in sync. 

Improving and better understanding of efficiency and 
innovation-based strategies can gain a competitive advantage 
in the 3PL industry. Reference [14] has shown that 
improvement and process innovation are mostly pushed 
forward by industry-focused 3PL providers. This study 
clearly defines the importance of industry specialization and 
it can also facilitate the development of best practices to 
improve internal processes. Business process re-engineering 
companies outperformed non-business process re-
engineering companies in the logistics industry, not only in 
information processing, technology applications, 
organizational structure, and coordination but also in all 
major logistics operations [15]. 

Reference [16] conducted in Pakistan to determine how 
quality management practices 3PL service providers 
achieving integration competency in the service chain. 
Quality management components include leadership, 
strategic planning, customer focus, knowledge management, 
human resource emphasis, and process management. 
Strategic planning, HR management focus, and process 
management were identified as characteristics that have a 
significant impact on the integration competency of 3PL 
service providers in Pakistan, according to the findings of this 
study. Surprisingly, the impact of leadership, customer focus, 
and knowledge management were not significant. 
Management and leadership, internationalization, and staff 
competence were regarded as the most essential and critical 
success characteristics of logistics provider organizations in 
Iran [17]. 

Reference [18] also classified key success factors of the 
3PL industry in India. Most Indian 3PL service providers give 
importance to cost reduction as the most important success 
factor. The information technology system is also critical to 
the company's performance. The organization can quickly 
and efficiently share and convey information with the end-
user if it focuses more on this component. This can also 
increase the speed and accuracy of the process, resulting in 
higher client satisfaction. This would increase profit while 
also improving the company's brand image. Reference [19] 
stated that the cost of service, service level, level of 
professionalism, geographical location, specific references in 
the same sector, innovation capacity, and collaboration with 
the customer are some key factors of the selection in 3PL 
service providers. 

3PL clients demand 3PL service providers place a 
greater emphasis on elements such as industry experience, 
annual performance, customer service, creative management, 
top management availability, service quality, flexibility, and 
market understanding [20]. Several criteria were proposed to 
improving warehouse operations. Improving the training 
process for both existing and new employees to better utilize 
warehouse resources is one key, as it is having a basic 
understanding of warehouse operations and steps [21]. From 
the standpoint of global organizations and local firms, 
leadership, logistics, business, and information and 
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communication technology are the four competency 
categories [22]. 

The breadth of services is positively related to revenue 
growth [23]. But other factors such as industry focus, 
relationship with 3PL, investment in information systems, 
skilled logistics professionals, and supply chain integration 
are not positively related to the revenue growth of 3PL 
service providers. Malaysian 3PL enterprises must have a 
high level of management commitment to any continuous 
improvement projects, support the idea of skills improvement 
and acquisition of new information among employees, and 
have sufficient financial resources [24].  These are the 
significant factors that need to have positive logistics 
performance in Malaysian 3PL firms.  

 

 

Fig 1. Flow diagram of the process of the methodology 

The most significant characteristics for success as a 3PL 
provider are internationalization, industry focus or expertise, 
investment in information systems, availability of trained 
personnel, and supply chain integration [25]. The breadth of 
services, industry focus, relationship with 3PLs, investment 
in information systems, skilled logistic professionals, and 
supply chain integration were identified as key success 
factors [26]. These factors were considered for this study.  

Decision-making trial and evaluation laboratory 
(DEMATEL) method is a useful tool for identifying cause-
effect chain components in a complicated system. It deals 
with using a visual structural model to evaluate 
interdependent interactions among components and identify 
the key ones. The interrelationships between risks faced by 
3PL service providers to one of its customers using the 
DEMATEL method were analyzed [27]. The AHP and 
DEMATEL methods were used to prioritize the key success 
factors of the 3PL industry in Iran, while other studies used 
AHP and DEMATEL methods with some other multi-criteria 
decision-making techniques for supplier selection [28]. Most 
of the past literature used either AHP or DEMATEL method 
to make multicriteria decisions. 

III. METHODOLOGY 

A. Proposed research framework 

Through a thorough literature review, several prominent 
key success factors in the 3PL industry were identified. 
Thereafter, through interviews with experts in the 3PL 
industry, the list was revised which included the addition of 
success factors unique to the Sri Lankan context. The main 
objective of this study is to identify the interrelationships 
among the key success factors, hence a quantitative research 
approach was used. After identifying the key success factors 

Q-sort technique was used to categorize the key success 
factors into four groups, namely organization strategy, 
management and process, human resources, and customer 
orientation. The identified key success factors were divided 
into those categories by using the data collection approach in 
the Q-sort technique. When compared to the general Likert 
scale, the “Q-sort table” is more effective to get the data from 
a small sample. Then the DEMATEL method enabled the 
decision-makers to understand the interactions between 
factors using a causal relationship diagram (Fig. 1). 

B. DEMATEL 

DEMATEL method was developed by the Geneva 
Research Centre of the Battelle Memorial Institute to 
visualize the structure of complicated causal relationships 
through matrixes or digraphs. DEMATEL is a well-known 
method that is used to analyse the interactions between 
factors by categorizing them into cause and effect groups. 
The procedure of the DEMATEL method can be summarized 
by the following steps [29]. 

1) Calculating the direct relation matrix. To obtain the 
direct influence between any two factors, use the inputs of the 
decision makers. Decision makers are asked to indicate the 
direct influence that one factor has on another factor, using an 
integer scale of “no influence (0),” “low influence (1),” 
“medium influence (2),” “high influence (3),” and “very high 
influence (4)”. The notation of xij represents the degree to 
which the respondent believes factor i affects factor j. For i = 
j, all principal diagonal elements are equal to zero. For each 

respondent, an n × n non-negative matrix can be established 
as Xk = [xkij], where k is the number of respondents with 1 

≤ k ≤ H, and n is the number of factors. Thus, X1, X2, X3, 
..., XH are the matrices from H respondents. To summarize all 
opinions from H respondents, the average matrix A = [aij] is 
constructed as follows: 

 
                     (1)             

 

2) Calculating the normalized direct-relation matrix, 
where normalization of direct-relation matrix D is performed 
by D = A × S with the assistance of the following equation in 
which all elements should lie between 1 and 0. 

 

         (2) 

 

3) Calculating total relation matrix T, where T is 
defined as T = D (I – D)-1 where I is the identity matrix. Let 
[ri]n × 1 and [cj]1 × n be the vectors representing the sum of 
rows and sum of columns of the total relation matrix. When j 
= i, the sum (ri + cj) illustrates the total effects given and 
received by factor i. (ri + cj) represents the degree of 
importance for factor i in the entire system. On the other hand, 
the difference (ri - cj) indicates the net effect that factor i 
contributes to the system. If the value (ri - cj)  is positive, then, 
factor i is a net cause, while factor i is a net receiver if the 
value (ri - cj) is negative [30]. 

4) Calculating total relation matrix T, where T is 
defined as T = D (I – D)-1 where I is the identity matrix. Let 
[ri]n × 1 and [cj]1 × n be the vectors representing the sum of 
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rows and sum of columns of the total relation matrix. When j 
= i, the sum (ri + cj) illustrates the total effects given and 
received by factor i. (ri + cj) represents the degree of 
importance for factor i in the entire system. On the other hand, 
the difference (ri - cj) indicates the net effect that factor i 
contributes to the system. If the value (ri - cj)  is positive, then, 
factor i is a net cause, while factor i is a net receiver if the 
value (ri - cj) is negative [30]. 

5) Dividing factors into four quadrants according to 
their locations in digraph by calculating the mean of (r+c) as 
in Fig. 2. 

 

Fig. 2. Four quadrant digraph 

Because they have high prominence and relation, the 
elements in quadrant I is defined as core factors or 
interconnected givers; the factors in quadrant II are 
characterized as driving factors or autonomous givers 
because they have low prominence but high relation. 
Quadrant III factors have low prominence and relation, and 
are relatively disconnected from the system (referred to as 
independent factors or autonomous receivers); quadrant IV 
factors have high prominence but low relation (referred to as 
impact factors or intertwined receivers), and are influenced 
by other factors and cannot be improved directly [29]. 

IV. DATA COLLECTION 

Previous studies of the same interest, research articles, 
journals, and books were used to identify the key success 
factors in the 3PL industry. The identified key success factors 
were further filtered through expert opinions based on 
industry-based records. Interviews and questionnaires were 
used as the data gathering instruments for collecting primary 
data. Interviews were done with the industry experts 
including middle and senior managers in 3PL companies. 
Finally, twenty-one important key successes were determined 
through the inputs of the experts in the 3PL industry.  

Those twenty-one key success factors were categorized 
into four groups using the Q-sort technique as in Fig. 3. Six 
experts in the 3PL industry were interviewed and collected 
data using a “Q-sort table” to identify the main category of 
each key success factor. Then each key success factor 
received an average value under each main category. Based 
on the highest average value of each key success factor, those 
were assigned to relevant main categories. The selected 
experts have more than seven years of experience in the 3PL 
industry and four of them were managers and the rest of them 
were senior executives in their 3PL companies [31].    

The target population for this study was all the 3PL 
companies in Sri Lanka. The non-probability sampling 
methods of convenience sampling were applied to collect the 
data from the respondents. Hence it is difficult to gather data 
from individuals unless you are personally or mutually 
known to them, this method of sampling was selected to 
collect the data from experts in the 3PL industry. 11 experts 
in the 3PL industry participated in the data collection process. 
Those selected experts were highly skilled professionals in 
their domain having a good experience. 

V. RESULTS AND DISCUSSION 

To determine the interdependence between the listed key 
success factors of the 3PL industry in Sri Lanka, the 
DEMATEL method was used. It helped to evaluate the 
interrelationship among the key success factors in terms of 
the causal effect map. According to the procedure of the 
DEMATEL method firstly for the main factors, the 
normalized initial direct-relation matrix (D) was formed. 
Next, the total relation matrix (T) was calculated. The 
threshold value of the key factors was then calculated using 
the total relation matrix. It not only aided in the 
differentiation of the structure but also in the construction of 
a causal effect map. The causal impact map aids in the 
comprehension of the structure by identifying the influence 
of one success factor over another and filtering out 
unimportant effects. 

Table II provides the direct and indirect effects of the 
four main key success factors. The values in the (r+c) column 
express the degree of relationship of each factor with other 
factors. The factor which has the highest (r+c) value 
indicates, it has more relationship with other factors. Here it 
is the organization strategy. Generally, the type of 
relationships among these four main factors can be taken by 
the (r-c) values. Based on the (r-c) value factors can be 
divided into cause-and-effect groups. If the (r-c) value is 
positive, then that factor belongs to the cause group. If (r-c) 
value is negative, then that factor belongs to the effect group. 
Organization strategy, management, and process are in the 
cause group. Human resources and customer orientation are 
the factors in the effect group. These factors in the cause 
group can influence other factors. The mean (r+c) value is 
28.8425 

TABLE II. THE DIRECT AND INDIRECT EFFECTS OF FOUR MAIN FACTORS 

 

 

Fig. 4. The digraph of the main factors
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Fig. 3: Main and subkey success factors 

By observing Fig. 4, organization strategy can consider 
as a core factor since it has high prominence and relation; the 
management and process factor can consider as a driving 
factor because it has a low prominence but high relation; the 
human resources and customer orientation have high 
prominence but low relation, which are impacted by other 
factors and cannot be directly improved. The threshold value 
that is considered to draw the digraph of the main criteria is 
3.6053. It is necessary to set up a threshold value to filter out 
some negligible effects among factors. 

Table III shows, technology, and automation, 
infrastructure availability for business opportunities, and 
sustainability which are in the cause group based on (r-c) 
values. Business expansion, internationalization of 
operations, and focus on specific industries are in effect 
group. The mean (r+c) value is 23.1002. Fig. 5, shows that 
technology and automation is the only core factor since it has 
high prominence and relation. Infrastructure availability for 
business opportunities and sustainability are the factor which 
considers as driving factors because it has a low prominence 
but high relation. Focus on specific industries has low 
prominence, relation and it is relatively disconnected from 
the system. The business expansion and internationalization 
of operations have high prominence but low relation, which 
are being influenced by other factors and cannot be directly 
improved. The threshold value that is considered to draw the 
digraph of the organization strategy factors is 1.9250 [31]. 

TABLE III. THE DIRECT AND INDIRECT EFFECTS OF ORGANIZATION 

STRATEGY FACTORS 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 5. The digraph of the organization strategy factors 

TABLE IV.  THE DIRECT AND INDIRECT EFFECTS OF MANAGEMENT AND 

PROCESS FACTORS 

 

Table IV shows, management and leadership style, breadth of 
service offerings, and experience as a 3PL service provider 
which are identified as the key success factors in the cause 
group. Information systems, supply chain integration, 
continuous improvements, and tracking KPIs are the key 
success factors in the effect group. The mean (r+c) value is 
8.6116. Fig. 6, shows that breadth of service offerings is a 
core factor since it has high prominence and relation. 3PL 
service providers should be more considerate about this factor 
to gain the benefit in the long run. Management and 
leadership style and experience as a 3PL service provider are 
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the factors which consider as driving factors because it has a 
low prominence but high relation. Under this main factor, 
there is no disconnected sub factor in the system. Information 
systems, supply chain integration, continuous improvements, 
and tracking KPIs have high prominence but low relation, 
which are impacted by other factors and cannot be directly 
improved. The threshold value that is considered to draw the 
digraph of the management and process factors is 0.6151. 

 

 

 

 
 
 
 
 
 

 
 
 
 
 
Fig 6. The digraph of the management and process factors 
 

As in Table V, trustworthiness of employees and 
compliance with safety and security regulations are in the 
cause group. Skilled and professional workforce and 
retention of skilled workforce are the factors in effect group. 
The mean (r+c) value is 9.3383. Compliance with safety and 
security regulations is the core factor and trustworthiness of 
employees is the driving factor under this main factor. 
Therefore, managers need to put direct effort into compliance 
with safety and security regulations and need to build up the 
trustworthiness of employees (Fig. 7). Retention of the skilled 
workforce shows a disconnection from other factors since it 
has low prominence and relation. The skilled and 
professional workforce is the only impact factor that is 
impacted by other factors. The threshold value that is 
considered to draw the digraph of the human resources 
factors is 1.1672. 

TABLE V. THE DIRECT AND INDIRECT EFFECTS OF HUMAN RESOURCES 

FACTORS 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 7. The digraph of the human resources factors 

According to the (r-c) values in Table VI, long-term 
relationships with customers, quick response for customer 
complaints, and quick response for customer inquiries are in 
the cause group. The ability to penetrate business 
opportunities is the only key success factor in the effect 
group. The mean (r+c) value is 4.8481. Regarding the 
customer orientation main factor, long term relationship with 
customers is the only core factor. Quick response for 
customer complaints and quick response for customer 
inquiries are the driving factors. As shown in this digraph, the 
ability to penetrate the business opportunities factor has 
disconnected from other factors and stands as an independent 
factor. The threshold value that is considered to draw the 
digraph of the customer orientation factors is 0.6060 (Fig. 8). 

TABLE VI. THE DIRECT AND INDIRECT EFFECTS OF CUSTOMER 

ORIENTATION FACTORS 

 
 

 
 
 
 
 
 

 

 

 

 

 

Fig 8. The digraph of the customer orientation factors 

VI. CONCLUSION 

This study set out to investigate the interrelationships of 
the key success factors of the 3PL industry in Sri Lanka. The 
study was able to investigate 21 key success factors using the 
DEMATEL method. The results of the DEMATEL 
application can be used to make long-term improvement 
opportunities in 3PL companies. These results would help 
managers in the 3PL industry to develop strategies for the 
effective supply chain management. 

The result shows that organization strategy is a core 
factor since it has high prominence and relation; the  
management and process factor is a driving factor because it 
has a low prominence but high relation; the human resources 
and customer orientation have high prominence but low 
relation, which are impacted by other factors and cannot be 
directly improved. Therefore, managers need to focus more 
on main factors such as organizational strategy and 
management and process to increase the performance of the 
3PL companies. Also, it is important to focus on subkey 
success factors which act as core factors and driving factors 
under each main factor. That will be useful for the 
management to develop long-term strategies for the 
companies.  
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The model proposed in the study has limitations. For 
example, the results of the DEMATEL method are highly 
dependent on the judgments of the experts. Great care was 
taken in finalizing the key success factors but cannot rule out 
errors due to human biases or judgment. Though a 
generalized model is developed here in this research, a 
particular company in the 3PL industry could select the 
criteria and sub-criteria according to their requirements and 
interest and develop a model that applies to their interest. The 
results of the DEMATEL could be dynamically adjusted 
according to adjust to new key success factors that may arise 
in the 3PL industry. This study is limited to the key success 
factors which were considered from the experts’ opinion, 
may be improved by including the opinions of both the 3PL 
service providers and the customers 
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Abstract - Billions of people use social networks, and they 

play a significant role in people's lifestyles in the current world. 
At the same time, due to globalization and other factors, the use 
of these social platforms is expanding daily, and a variety of 
activities take place inside these platforms. These networks are 
centralized, allowing social network-owned companies to track 
and observe the activities of their users. Therefore, this has been 
challenged to the privacy of the data of users. Also, these 
companies tend to sell them to third parties keeping huge profits 
without users' permission. Since data is the most valuable asset 
in today's and tomorrow's world, many have pointed out this 
issue. Even though decentralized, community-driven 
applications have come to play as a solution to this problem, 
there is still no successful application that competes with 
centralized social network platforms. Therefore, this study 
attempted to develop a decentralized social network 
architecture with the basic functionalities of a social media 
platform to assure the privacy of the users' data. 

Keywords - blockchain, ethereum, decentralized web, ipfs, 
web3.0 

I. INTRODUCTION 

Nowadays, almost every person uses social media, and 
social networks play a crucial part in lifestyles. Most people 
around the world are connected with social networks. The 
first recognizable social network, "Six Degrees," was 
launched in 1997, allowing users to create a profile and 
become friends with other users [1]. The world has come a 
long way where now people are using many social networks 
like Facebook, WhatsApp, Instagram, Twitter, etc. The usage 
of these social networks is increasing day by day [2]. 

It is a must to discuss the reasons for the increment of the 
usage of these social networks. The most common reason is 
that the users want to stay in touch with others and stay 
updated on what is going on around the world. With the busy 
schedules and workload, people miss the chance of meeting 
people physically. Therefore, they spend time virtually, 
which is more beneficial. On the other hand, People use social 
networks to share photos and videos for entertainment and 
share opinions and ideas. Besides that, people use social 
media platforms to research new products to buy. With these 
facts, businesses do more and more online marketing 
focusing on the target audience and try to grab the customer. 
However, these social networks are centralized, and there are 
several problems with those social networks. Recently, those 
problems became hot topics. 

With the popularity of web 3.0, people tend to find a 
solution within the web 3.0 technology stack for the problems 
they face with current web 2.0 technologies. As a result of 
that, decentralization came to play.  With the evolution of 
cryptocurrency, mainly Bitcoin, this decentralized culture 
came into practice.  

Then people proposed decentralized solutions to develop 
applications apart from using decentralization only in 
cryptocurrencies. Nowadays, many organizations have 
developed applications for web, mobile and desktop 

computers with decentralized technologies. Those 
applications are called as DAPPs, and they have been able to 
solve many real-world problems. 

II. DECENTRALIZATION 

After pouring the cryptocurrencies, the word 
decentralization [3] became a bus word because this is used 
most in the crypto-economics space. Many people and 
companies started to do researches in this area, and thousands 
of hours of research, and billions of dollars of cash power, 
have been spent for the sole purpose of attempting to achieve 
decentralization. There are many misunderstandings about 
decentralization. Therefore, it is necessary to understand the 
differences between Centralized Networks, Decentralized 
Networks, and Distributed Networks. 

A centralized system means a central location provides 
all services, and the network resources are placed and 
managed from the central location. Distributed means the 
network resources and the services are distributed through the 
network, and it might also be geographically distributed over 
the internet. However, the network and the resources are 
handled by a central authority, and they have the 
administrator power to do everything in the system. Google, 
Facebook, AWS, like almost every big company, use this 
distributed model in their systems. Decentralized means there 
is no central place or no one has administrator powers to 
govern the system. The system is distributed through the 
users of the system. Users are the people who govern the 
system. However, there is a critical point to consider. That is 
who maintains the system and who develops the new versions 
of the system. The answer is that almost all decentralized 
projects are free and open-source projects. Therefore, anyone 
interested in a particular area can develop the project, and 
many of them run on funds. However, some decentralized 
system has their business models, and a small amount of 
money is charged from the users when using the system for 
maintenance and other infrastructure developments. 
Nevertheless, by the architecture of the decentralized system, 
the developers of a particular system do not have a central 
authority to handle the system. 

A. Smart contract 

A smart contract [3] is older than bitcoin, and it is a 
computer protocol to digitally facilitate, verify, or enforce the 
negotiation or performance of a contract. In other words, 
Smart contracts are computer programs that a network of 
mutually distrusting nodes can correctly execute without the 
need of an external trusted authority. With the development 
of cryptocurrencies and Blockchain, Smart Contracts got 
attraction due to their architecture. If a bitcoin-like 
cryptocurrency saves the transaction in a blockchain, it is just 
some kind of data. However, these Smart Contracts open a 
way to store some executable code inside a blockchain, and 
it is an immutable program. It can be partially or fully self-
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executing, self-enforcing, or both. Most cryptocurrencies 
have the facility to implement these smart contracts. Smart 
contracts can be used to do complex transactions between two 
anonymous parties. Moreover, it does not require a central 
authority, enforcement system, or legal guidance because it 
can be self-executed by itself. Therefore, Smart Contracts can 
be programmed to enable a wide variety of actions. 

B. Cryptography 

Cryptography or cryptology is the domain and study area 
of ways and technologies to secure communication between 
two or more parties from external parties. In general terms, 
cryptography is about constructing and analyzing protocols 
that prevent third parties or the public from reading private 
data. Various aspects of information security, such as data 
confidentiality, authentication, non-repudiation, and data 
integrity, belong to modern cryptography. Cryptography 
mechanisms are based on mathematics and computer science, 
electrical engineering, communication science, and physics 
disciplines.  

When discussing decentralized systems, the privacy of 
the data is a huge issue. As data is shared publicly, different 
cryptographic mechanisms are used in decentralized 
networks to resolve this problem. Cryptography has two 
categories as symmetric-key cryptography and asymmetric 
key cryptography 

 

 

Fig. 1. Types of encryptions 

In symmetric-key cryptography, it is used only one key in 
both encryption and decryption processes. However, 
asymmetric key cryptography uses two different keys in 
encryption and decryption processes. 

C. Blockchain 

A blockchain [4] is a data structure that enables 
identifying and tracking transactions digitally and sharing 
this information across a distributed network of computers, 
creating a distributed trust network. The data structure of a 
blockchain is a linked list, and the speciality is it being an 
immutable linked list. 

D. Features of Blockchain 

● Distributed and Decentralized - Data are 
replicated on every node in a distributed P2P 
network. Furthermore, each copy is identical to 
others. It can also be decentralized with some lighter 
nodes not having whole data storage with limited 
connection. 

● Consensus mechanism - All users in the blockchain 
network can come to a predetermined 
programmable agreement on the validation method 
and can be by consensus. There are several 
consensus algorithms like Proof of Work, Proof of 
Stake, Delayed Proof-of-Work, Proof of 
Importance, Delayed Proof-of-Stake, etc. Most 
decentralized applications use POW and POS[5]. 

● Irreversibility and crypto security - One would 
need to command at least 51% of the computing 
power (or nodes or sake) to take control of the 
bitcoin blockchain (or other) [6]. 

E. Bitcoin and cryptocurrencies 

Bitcoin [7] is the world's first known public 
cryptocurrency invented by an anonymous man known as 
Satoshi Nakamoto. He published the research paper Bitcoin: 
A Peer-to-Peer Electronic Cash System in 2008. That was the 
point that the whole world gives attention to 
cryptocurrencies. In this paper, the author has resolved the 
problem of public transaction verification. The concept of 
proof–of–work [8] is intruded in this research. It uses a 
blockchain as its underlying data structure and the public 
ledger. 

After introducing Bitcoin in 2009, hundreds of 
cryptocurrencies were introduced to the world, and most of 
them have used blockchain, and some of them have their own 
data structures like Directed Acyclic Graph. However, the 
concept was almost the same. That means all data store in a 
public ledger. After the invention of proof-of-work, people 
have invented new concession algorithms which are different 
from proof-of-work. Proof of Stake, Proof of Elapsed Time, 
Proof of Authority, Proof of Capacity, Proof of Activity, and 
Proof of Burn are examples of those algorithms used in 
different cryptocurrencies and decentralized application 
developments. 

F. Ethereum ecosystem 

With various types of cryptocurrencies, the Ethereum [9] 
research was published in 2014. It is not just a 
cryptocurrency. Ethereum saw this use case with a different 
and broad view. It has proposed a platform to develop any 
decentralized application. Also, it has its cryptocurrency 
called Eth.  

 

Fig. 2.  Ethereum Ecosystem 
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Now there are hundreds of decentralized applications 
and crypto tokens that have been built on top of the Ethereum 
platform [10] UPort, Brave, Toshi, Auger, CryptoKitties, 
GitCoin, Minds, and Akasha are a few more popular example 
applications based on the Ethereum platform. 

G. Ethereum Virtual Machine 

Ethereum is somewhat a predecessor to Bitcoin. The 
Ethereum Virtual Machine (EVM)[11] is one of the primary 
core reasons for Ethereum to be created. While Bitcoin does 
contain a programmable scripting language, the Bitcoin 
scripting language is limited to performing token transfers. 
EVM is designed with 20-byte addresses. Furthermore, each 
address space has a counter, a balance value, contract code, 
and persistent storage [11]. Overall, Bitcoin scripting offers a 
limited feature set compared to EVM as Ethereums' primary 
goal is to create a globally distributed computing platform. 

H. Decentralized chatting 

Chatting is a significant component of social media. 
When people are using the current social media, almost all of 
them have chatting functionality. Video calls, voice calls are 
also some categories of chats.  

Before exploring more information about current 
projects, researchers had to answer the problem; what is the 
purpose of using this decentralized nature for the chat 
protocols? The answer is that these chat service providers can 
listen to what the users are chatting about and all these data 
routes through their servers. Therefore, privacy cannot be 
ensured 

 

 

Fig. 3. Blockchain and Whisper 

Whisper [12] is a decentralized communication protocol 
to communicate with each other. Darkness is an important 
feature of this protocol. Therefore, no one can trace the 
message senders and receivers. The protocol sends the 
message to everyone in the network, and it behaves like a 
gossip protocol to achieve that darkness. It sends the message 
to all connected nodes; the origin node sends messages to the 
connected node. Likewise, the message is communicating to 
everyone. However, only the relevant node has the private 
key to decrepit the message because it uses asymmetric key 
cryptography. Therefore, the cost of the protocol is relatively 
high[13].  

I. Decentralized storages 

There is a major problem when considering the storage 
mechanism for a decentralized application. Most people lack 
knowledge about blockchain technology and think it is 

possible to use a blockchain for a complete solution for a 
storage problem in a decentralized application. However, it is 
impossible to store a large amount of data in a blockchain. 
The best solution for the storage problem in decentralized 
applications is the InterPlanetary File System (IPFS), and 
blockchain can be used to reference the IPFS platform. 

IPFS gives a unique cryptographic fingerprint to every 

content which is published in the file system. It removes the 

duplication of the file across the system, and it delivers the 

files from the nearest node to which the file system hosts a 

file. Each network node stores only the content that it is 

interested in, and some indexing information helps figure out 

who is storing and what is also stored in the nodes. When 

looking up files, the user asks the network to find nodes 

storing the content behind a unique hash. 

 

 
Fig. 4. Decentralized storage - IPFS 

IPFS is called a permeate web because the file system 

behaves quite like the Git version controlling the file system. 

Every version of the file will be stored. It uses local storage 

to store files and distribute that file within other nodes [14]. 

When someone uploads something, the file is chunked 

by IPFS and stored in his cache folder (ipfs). Suppose a user 

tries to see the file on another peer of the network (say the 

main gateway, ipfs.io) that peer requests the file to you and 

caches it too. If he switches off his daemon, he can still see 

the file on the gateway, probably because the gateway or 

some other peer on the web still has it cached. When a peer 

wants to download a file, but it is out of memory (it can be no 

longer cached), the oldest used files get forgotten to free the 

space. That is a simple explanation for IPFS, but it is more 

complicated than this. 

InterPlanetary Naming System (IPNS) behaves like 

Domain Name Service (DNS) in the decentralized IPFS 

ecosystem. In IPFS, an uploaded content is identified using 

its fingerprint hash. However, it is difficult to remember that 

hash. Therefore, this IPNS is providing a service to have a 

unique human-readable identity to each hash. 

There are several other ongoing research projects to 

solve the same storage problem. FileCoin, Storj, MaidSafe, 

SWARM are few examples. 

FileCoin [15] is a cryptocurrency like bitcoin, but miners 

must share their computer storage with the network users. 

Bitcoin uses proof of work as the consensus algorithm, 

introducing a novel consensus way of mining FileCoin called 

Proofs of-storage. It is based on two consensus algorithms 

Proof-of-Replication and Proof-of-Spacetime. Proof-of-

Replication: allows storage providers to prove that data has 

been replicated to its own uniquely dedicated physical 
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storage, and Proof-of-Spacetime: allows storage providers to 

prove they have stored some data throughout a specified 

amount of time. Then miners can earn coins by providing 

their storage. Therefore, this network has massive, 

decentralized storage. The important point is that this 

FileCoin network works as an incentive layer on top of IPFS. 

Therefore, IPFS seems like a good storage solution for a 

decentralized ecosystem. 

STORJ [16] is another ongoing decentralized storage 

research project, and it is about a decentralized cloud storage 

network framework. In this framework, when a client saves a 

file, it will be encrypted first on the clientside. Then it is 

chunked into small pieces, and those pieces are sent to storage 

nodes, and storage nodes are storing those chunked data 

pieces. When chunking data, a central server keeps tracking 

which parts are relevant to the chucked file. When 

constructing the file again that metadata is used. The chucked 

pieces are replicated through the storage nodes based on a 

threshold value. Storage nodes are selected using several 

factors like ping time, latency, throughput, bandwidth caps, 

client disk space, geographic location, uptime, history of 

responding accurately to audits, etc. The speciality of this 

system is that this is an S3 capable platform. 
SWARM [17] is also another solution for the distributed 

storage. It provides a content distribution service, a native 
base layer of the Ethereum Web3 stack. SWARM has been 
decentralized to serve as a redundant store of Ethereum's 
public records to store and distribute Smart Contracts. This 
platform is also a peer-to-peer storage platform maintained 
by its peers who contribute their storage and bandwidth 
resources. Being a peer-to-peer system, this has no single 
point of failure, and it is resistant to failures and Distributed 
Denial-of-Service (DDoS) attacks. 

J. Other decentralized social networks 

There are few ongoing projects on decentralized social 

networks. Furthermore, they are focused on different kinds of 

areas in the decentralized social network domain. Seemit, 

Sola, Memo, VeganNation, and Indorse are few examples 

that focus on different aspects. However, none of them could 

give a better solution to overcome social networks such as 

Facebook and Linked-In. There are many reasons behind that. 

The main reasons are the lack of awareness of ordinary 

people about the current social media ecosystem's problems 

and their need to do everything quickly. As this decentralized 

world is still in its early stages, there are many usability 

issues. As a result, the decentralized world remains popular 

among those who are familiar with the underlying technology 

[18]. 
III. TECHNOLOGY ADAPTED  

A. Web 3.0 stack 

There are few new different categories of technologies 
that are included in the web 3.0 stack. Web browser, Web 
application, Web Protocols, Network architecture, Data 
storage, Application deployment are a few. It is needed to 
find a solution for each category replacement in the web 3.0 
stack to replace the web 2.0 stack. However, Web 3.0 is still 
in the research stage and not mature as the Web 2.0 
technology stack. Therefore, it is hard to find a complete 
solution only using the web 3.0 stack to achieve the 

requirements.  Therefore, it will have to use a hybrid but more 
into Web 3.0 approach when developing a solution. 

B. MetaMask 

MetaMask is an application that helps the decentralized 

application to perform its transaction in the Ethereum 

network. It can be added to the web browser as plugging, and 

then it will be automatically triggered whenever the user is 

going to do a transaction in the blockchain network. It is a 

bridge between the decentralized web application and the 

blockchain network. Using MetaMask, connecting to the 

Main Ethereum networks or any other custom Ethereum 

network is possible. It provides an Ethereum wallet 

management facility and account management facility as 

well. So, it is straightforward to keep several accounts in 

different or the same blockchain networks. Also, it provides 

an account recovery facility too. 

C. Oracle 

One significant restriction of smart contracts is that they 

cannot directly access other data sources such as APIs, 

databases, and IoT sensor data. Because the data access for 

outside can be changed with time and the Smart Contract 

execution is fully deterministic.  Since the external sources 

on the internet are non-deterministic, it is impossible to get 

the same state after replaying the changes to the blockchain 

over time. Nodes of the network come to a consensus with 

this determinism of the network.  That is the place that the 

oracles come to play. They give the flexibility to the Smart 

Contracts to interact with off-chain data sources. Oracles 

themselves are not data sources. They work as an extra layer 

between smart contracts and off-chain data sources. Mainly, 

there are several types of oracles such as Software Oracles, 

Hardware Oracles, Human Oracles, Contract-specific 

Oracles, etc. BandChain, Oracalize, Chainlink, Tellor, and 

Provable are few oracle services that enable external data 

access to the Ethereum blockchain [19]. 

D. Infura 

Infura is a platform that helps to develop decentralized 
applications easily. It provides an infrastructure to interact 
with Ethereum and IPFS gateways. It provides secure, 
reliable, and scalable access to those gateways. 

 

Fig. 5. Connection between IPFS, Smart Contract and Infura 
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As the figure shows, using Infura, it is possible to interact 
with remote IPFS and Ethereum networks directly. 
Otherwise, it is needed to host a local Ethereum or IPFS 
client. 

IV. PROPOSED ARCHITECTURE 

A. Decentralized social network high-level architecture 

As shown in Fig.6, DAPP will be a client-side 
application that users can access through their web browsers. 
It will base on JavaScript, HTML, and CSS. On top of these 
traditional web technologies, there will be a Web3.js layer as 
the bridge between the client application and the back end. 

 

Fig. 6. Decentralized Social Network High-Level Architecture 

In this case, the backend will be handled using the 
Ethereum blockchain network using the smart contracts 
deployed inside the Ethereum blockchain. Interplanetary file 
system (IPFS) will be working as the data storage layer in the 
system. Whisper will work as the messaging platform of the 
system. 

B. Front-end architecture 

Fig. 7. shows the client-side architecture of the system. 
Here the application is designed using component-based 
architecture. All external calls such as API calls, JSON RPC 
are handle by the services. It is the interface of the client-side 
applicant to external entities. 

 

Fig. 7. Frontend architecture 

C. Backend external API support 

Nowadays, almost every web service can communicate 
with external web services. However, in this decentralized 
scenario, Smart contracts are living in the blockchain. 
Therefore, they can interact with data living in the same 
blockchain network. However, the limitation is that they 
cannot interact with the outside blockchain, such as web API. 
Nevertheless, for modern applications, it is a must to interact 
with external APIs. Here is the design for support for the 
external APIs.  

 
Fig. 8. Connection between Smart Contract and external datastores through 

Oracle 

Here, ChainLink will work as a middle platform. Smart-
Contract can interact with ChainLink. ChainLink has Smart 
Contract to support that purpose. Then ChainLink will call 
the external web APIs or other external off-chain services. 
Then after the result comes to the chainlink, its callback to 
the called Smart Contract. 

D. Interact with IPFS 

 

Fig. 9. DApp Interaction with IPFS 

This diagram shows how a DAPP interacts with the 
InterPlanetary File System. IPFS-Client library is the client-
side interface of the interaction, and It creates a connection 
with the Infura platform and provides the facility to 
communicate with the IPFS network. With this design, there 
is no need to run a local IPFS-Client. 

V. IMPLEMENTATION 

Truffle was used as the Smart Contract development 
framework in application development, and the programming 
language was Solidity [20]. It is one of the mature solutions 
in developing Ethereum based decentralized applications.  

A. Solidity 

Solidity is the programming language used to program the 

smart contract for the system. It is a contract-oriented 
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programming language, and it is Turing complete 

programming language. Solidity codes are compiled into 

bytecode using Remix [21] compiler. 

B. Truffle 

Truffle makes the Smart Contract development process 
easy. It handles the Smart Contract compilation, bytecode 
management, linking, and deploying the smart contract in the 
given Ethereum network. It gives a command-line interface, 
and it is instrumental in development. 

C. Mocha 

Mocha was used together with Truffle as the testing 
framework. It supports Smart Contract testing. 

D. Web3 JS 

Web3 JS is a library that works as a bridge between 
client-side applications and the Ethereum blockchain. It has 
several implementations in several languages. Web3.js is a 
major implementation of Web3, which is used to work with 
web applications 

 

Fig. 10. Interaction between Web3js and Ethereum 

Web3.js is the bridge between Ethereum blockchain and 
the web browsers (client-side). It is a JavaScript API that is 
compatible with the Ethereum blockchain. It uses generic 
JSON RPC to work with the client-side. To communicate 
with the blockchain, it uses an application binary interface 
(ABI) provided by Smart contracts. 

E. IPFS-API 

IPFS API is a JavaScript library that was used to interact 
with the InterPlanetary file system. This library can be 
configured with Infura.io. Then it is possible to communicate 
remote IPFS gateways easily. Whole data sending and 
receiving processes are passing through this IPFS-API library 

F. Crypto JS 

CryptoJS is a collection of secure and standard 
cryptographic algorithms implemented using JavaScript with 
best-practice patterns and practices. They are fast, and they 
have a consistent and simple interface. 

G. Implementation of the client-side 

As a unit testing formwork, Mocha was used. As 
libraries, Web3.js, Angular was used in developing the client-
side of the application (Front end). The system is designed to 
use a component-based architecture. Web3 JS, ipfs-client are 
the most impairment libraries, and they were connected to 
achieve the desired decentralization. User can store data and 
retrieve using ipfs-client. Web3 is used to create a new user 
account and store user IPFS hash to reference user detail in 
the IPFS. 

H. Custom ethereum network 

Ganache Blockchain is a perfect development solution, 
debugging, and test because it provides many features [22]. 
However, for the actual implementation, there are two 
solutions. The first is to deploy the decentralized application 
in Ethereum's main network or public Ethereum test networks 
like Ropsten or Rinkeby. The second option is to develop a 
private Ethereum network available only for social network 
users [23]. In this research, the second option has been 
chosen. Because this works as a separate platform and, it 
cannot be dependent on another Ethereum network. Suppose 
it depends on another Ethereum network. If the app uses an 
Ethereum public network, there are several problems: the gas 
limit, coin base, difficulty, etc. If it happens, it is hard to 
achieve the intended purpose of the application. In this case, 
it is needed to develop a custom Ethereum network, and it can 
be easily done by the go-Ethereum client software (Geth). 
The first thing that needs to do is to create a genesis block of 
the network. It is the first block of the network. It can be 
defended as a JSON file. 

VI. RESULTS 

For testing purposes, this research used an intel core i7 
laptop with 16GB memory, and the operating system was 
Windows 10 Student Edition. Both blockchain and the 
Angular front-end application were deployed in the same 
machine. 

Using the proposed system architecture and 
technologies, it could develop a prototype of this 
decentralized system that has features to create and update 
user profiles, search user profiles, add friends, chat with 
friends, post text and photos on the user's wall, and comments 
on the post. The system was tested with only ten concurrent 
users, and the response time for creating/updating users, 
sending friends requests, and adding friends were less than 8 
seconds. For the post-sharing functionality, the response time 
depends on the size of the content. Generally, IPFS takes 16s 
to upload 1GB of data [24], and then after uploading the 
multimedia file, it takes up to 8 seconds to process inside the 
developed prototype. 

VII. CONCLUSION 

With the advances of technology, Web 3.0 is expected to 
be the future of the web. However, people doubt whether the 
web 2.0 centralized web architecture can be replaced by 
decentralized web 3.0 architecture. This research focused on 
developing a decentralized social network architecture that 
can provide more privacy, data ownership, and community-
driven facilities mainly based on the Ethereum platform. 
However, the platform can be changed to achieve efficiency 
in the future as there are commonly known limitations in 
Ethereum blockchain and other blockchains. Giant 
organizations such as Facebook, Google, and Microsoft are 
also developing and exploring these technologies, which look 
promising about decentralized computing. 

VIII. FUTURE WORK 

The research is proposed with a whole system 
architecture to develop the decentralized applications. 
However, the implementation of such an application is 
massive work. Therefore, the implementation of the research 
is just a proof of concept. In the future, the application will 
be fully implemented with the proposed concept. 
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Furthermore, it will be available for the public to use. When 
considering the security of the data, the application must have 
more consideration. The system design can currently set data 
visibility to only me or the public, handled by basic 
encryption and decryption mechanisms. However, more 
focus should be on authentication and authorization with 
different access levels for different data types.  

As the initial step, the application is developed based on a 
public IPFS network. Nevertheless, in the future, with the 
improvement of the system's user base, it can be developed 
into a custom IPFS network. Then it can be dedicated to this 
decentralized social network. By developing such a network, 
the efficiency of the system can be improved. 
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Abstract - Disruptions to a company supply chain, has 

serious implications, and if not addressed lead to even business 
closure. The article explores the supply chain risks faced by the 
apparel industry during an epidemic outbreak and the 
strategies that could be taken to mitigate them. A systematic 
review of the literature was initially conducted to identify the 
supply chain risks and mitigation strategies, and expert 
interviews were then used to reinforce the findings and then 
identify the focus areas. Supply chain risks were mapped in a 
vulnerability matrix with risk association, using a diagrammatic 
format, and a framework was developed using the supply chain 
risks and strategies. The developed framework shows that most 
of the risks can be mitigated by local sourcing and giving 
incentives to customers. A generalized model was developed 
based on cost and time considerations but using the same 
process it can be customized using different factors and risks 
depending on the experience and needs of the company. 

Keywords - epidemic outbreak, mitigation strategies, supply 
chain disruptions, supply chain risks 

I. INTRODUCTION 

A Supply Chain (SC) disruption is any sudden change or 
crisis which negatively impacts the interconnectedness of a 
network of people, organizations, and activities where the 
movement of a product from a supplier to a final customer is 
affected [1]. This effect can be either local or global.  

SC disruptions can occur in a company because of legal 
disputes, strikes, natural disasters and manmade catastrophes. 
In 2011, the Tsunami in Japan reduced its exports between 
0.5% to 1.6% [2]. A brake-fluid proportioning valve supplier 
caught fire on 1st February 1997 which led Toyota to shut 
down all its plants and assembly lines and caused a sales loss 
of 70,000 vehicles ([3] [4]). Moreover, special cases like 
epidemic outbreaks (Ebola, SARS, MERS, Swine flu, and 
coronavirus/ COVID-19) also severely disrupts the supply 
chain [5]. Due to COVID-19, China’s industrial production 
had decreased by 13.5% for the month of January and 
February 2020, compared to the previous year [6].  More than 
75% of U.S. businesses have experienced SC disruption as a 
result of the COVID-19 outbreak [1] [7] [8]).  

The apparel SC aims to provide the right fashion product 
to satisfy the market needs, with the lowest possible cost, 
fastest speed and maximized profit [9]. "No-one wants to buy 
clothes to sit at home in," says Simon Wolfson [10]. Due to 
the pandemic the fashion industry has been negatively 
impacted on every imaginable level where production has 
ceased, retailers have closed and demand has decreased to 
34% in March because apparel is not a basic human need 
[10]. Therefore, the demand for apparels during the pandemic 
was very low. However, its contribution to the economy is 
significant. In 2018, the global clothing and apparel market 
reached a value of $758.4 billion and has been growing at a 
compound annual growth rate (CAGR) of 7.5% since 2014 

[11]. Moreover, the target for 2022 which was set before the 
onset of COVID-19 was a CAGR of 11.8% to nearly $1,182.9 
[11]. Furthermore, the Sri Lankan apparel industry which 
contributes 6% to its country’s GDP and 44% to its national 
export revenue, had set itself a target of $8 billion export 
revenue by 2025, prior to the onset of COVID- 19 [12] [13]. 

The experience faced by the Sri Lankan apparel 
manufacturing companies was very similar to the global 
context as most of the apparel manufacturing companies were 
struggling without raw materials for the upcoming orders. 
With the spread of the virus over 65 countries, lockdown 
procedures were implemented, including Sri Lanka where 
companies went through a temporary shutdown [14]. 
Because revenue was severely curtailed, companies faced 
severe cash flow constraints, with companies forced to cut 
non-essential costs, and even enforcing salary reductions 
among its staff.  

According to [2][3][4][5][6] and [15] SC disruption has 
negatively affected the world’s economy. The study focuses 
on SC risks, in this challenging scenario of an epidemic 
outbreak, in order to assess how such SC disruptions could be 
handled and mitigated. Because of the importance of the 
apparel industry to the local economy, being the single largest 
export revenue earner, the scope of the study was restricted 
to identify SC risks during an epidemic outbreak in the 
context of the Sri Lankan apparel industry. The study 
proposes a model to identify the SC risks and vulnerabilities 
during an epidemic outbreak and the possible mitigation 
strategies that could be adopted. 

II. LITERATURE REVIEW 

According to [16] managing SC disruptions revolves 
around, thoroughly understanding the identified risks, 
mitigating and then if needed, increasing the capacity of the 
SC.  

Risk can be defined as “uncertainty of outcomes”, 
“probability of lost or lost occurrence”, “deviation of 
outcomes from expectation”, “change leading to loss” or 
“danger of harm loss” [16]. Using the mentioned risk 
definitions, [16] has identified the following basic risk 
characteristics; risk is an attitude towards future, rooted in 
uncertainty, occurred because of lack of information and 
disadvantage to the company. It means that time, uncertainty, 
information and loss are key factors. Moreover, [16] [17] 
have identified single port closure, multiple port closure, 
transportation link disruption, loss of key supplier, labor 
unrest, economic recession, visible quality problems, 
computer virus, workplace violence, flood, wind damage, IT 
system failure, accounting irregularity, earthquake, employee 
sabotage, technological change and product tampering as SC 
risks and developed a vulnerability matrix using disruption 
probability and consequences (shown in Figure 1). Further, 
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they have discussed that the SC could be resilient if the 
company follows a mixed approach of flexibility and 
redundancy.   

 

 
Fig 1. Vulnerability map for a single firm [16] [17] 

According to [18], they have discussed, selected risks 
which are associated with the apparel retail SCs in India by 
structural analysis of the controllable risks that are identified. 
The risks they have selected and the background of it are 
shown in Table I. 

TABLE I. RISK ASSUMPTIONS [18] 

Risk 

no. 

Risk Background of risks 

R1 Globalization Currency fluctuations; design transfers, 

competition; legal and political risk; policy 

changes; etc. 

R2 Raw material and 

product quality 

standards 

Retailers do not have the complete SOP of 

the product quality and it varies from 

season to season/ and product to product 

R3 Scarcity of 

resources 

Scarcity of raw material; power shortage; 

labor shortage; resource cost; the cost of 

technology etc. 

R4 Supplier 

uncertainty 

Failure to deliver on time; supplier 

bankruptcy; unreliable supplier; Cost and 

quality not reliable/ consistent; etc. 

R5 Lack of co-

ordination/ 

alignment 

Lack of communication; no cross-

functional teams; no transparency between 

partners/departments; etc. 

R6 Behavioral aspect 

of employees 

Employee disputes; inefficient/ unskilled 

employee; resistance to change; 

unavailability of labor due to absence; etc. 

R7 Infrastructure risks Transport breakdown; inadequate means of 

transport; inconsistent warehouse facility; 

IT failure; etc. 

R8 Delay in schedule/ 

lead time 

Order fulfillment error; change in 

production schedules; machine breakdown; 

delay in delivery; change in design; etc. 

R9 Demand 

uncertainty 

Error in demand forecast (short term or long 

term); bullwhip effect; short product life 

cycle; risk from new entrants; etc. 

R10 Customer 

dissatisfaction 

Product returns; customer complaints; 

reduced demand; stock out; poor quality; 

wrong product delivery; etc. 

R11 Financial risk High cash conversion cycle; low market 

share; low-profit margins; decreasing 

revenues; etc. 

R12 Security and safety Pilferages and shrinkage of the materials in 

the warehouse/losses in transit, 

performance of the product, cyber-attack; 

etc. 

 

Article in [18], has revealed the use of Interpretative 
Structural Modeling (ISM) to establish the interdependencies 

between the risks (Table I), spread across various SC 
functions where they have classified the risk factors based on 
their driving and dependence power. They have identified 
that globalization, labor issues and security and safety of 
resources as the strong drivers of other SC uncertainties 
which will lead the company to a financial crisis [18]. The 
variables they have considered are limited, generic and the 
costs, frequency of occurrences of disruptions can be used to 
prioritize risk where strategies can be formulated to mitigate 
the risks. 

According to [19], they have used 45 face to face interviews 
with open-ended questions to analyse 20 manufacturing firms 
in Uganda. They have identified, classified the SC risks/ 
threats as Endogenous (supply-side, firm-level, demand-
level), Exogenous (geopolitics, economic) using the collected 
data and it is shown in Table II. They have further analysed 
to identify the interconnectedness of SC threats, strategies 
and outcomes. 

TABLE II. SUPPLY CHAIN RISKS CLASSIFICATION [19] 

T
h
re

at
s 

Supply-side 

Long-distance sourcing triggered threats, 

limited local supply market, product 

counterfeiting, poor-quality raw materials, 

dishonest suppliers, raw material delays and 

shortages, financial difficulties of suppliers, 

supplier delivery failure, reputational risk 

Demand-level 

Power asymmetries, dishonest customers/ 

distributors, payment threat, financial 

difficulties of customers, order cancellations, 

demand variations, customer characteristics, 

reputational risk 

Geo-politic 

Political instabilities, geographical location 

(landlockedness), national politics, government 

policy, the weak legal system, corruption, 

product counterfeiting, in-transit raw material 

theft, communication barriers, natural disasters 

S
u

p
p

ly
 C

h
ai

n
 R

es
il

ie
n

ce
 S

tr
at

eg
ie

s Supply 

management 

Backward integration, outsourcing, appropriate 

supplier selection, alternative transportation, 

multiple sourcing, supplier development, 

maintaining strategic stocks, buying instead of 

making (temporarily), effective contracting, 

local sourcing, order splitting, enhancing 

proximity to suppliers, procurement 

management, quality management, exclusive 

sourcing, inter-branch stock transfer 

Demand 

management 

Creating customer flexibility, customer 

incentives, inventory management, product 

recalls, demand forecasting 

Relationship 

management 

Co-opetition, collaboration with government, 

collaboration with customers, collaboration with 

suppliers, Informal networking 

Information 

management 

Risk communication, market intelligence, 

increasing product knowledge, improving 

visibility, using information communication 

technology 

O
u

tc
o

m
es

 

To the supply-

side 

Poor-quality raw materials, limited flexibility to 

switch suppliers, supplier complacency, raw 

material delays and shortages 

To demand-

side 

Distributor complacency, reduced customer 

base, poor customer delivery performance 

To entire 

supply chain 
Product counterfeiting, reputational risk 

 

Risk assessment and operational approaches to 
managing risks in global SCs were addressed using a 
Canadian pet products company operation [20]. The study 
was based on a compilation of research and interactions with 
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SC managers in 15 different industries. A framework (Figure 
2) was created according to the likelihood of disruptions and 
its consequences. They have provided scores considering the 
risk, affected part/product based on the likelihood and impact. 
It is also stated that attempting to scope one’s risk is a 
challenge based on the supplier information. Moreover, 
reflecting upon the case study, it should be considered that 
the risk averseness of the company and the investment they 
are willing to make to mitigate the risk [20]. However, the 
study takes an overall view of SC risks and its mitigation 
strategies and not an in-depth analysis. 

 

Fig 2. Common disruptions and the strategies that mitigate their 
impact [20] 

Perspectives in SC Risk Management is addressed by 
reviewing quantitative models that deal with SC risks. A 
unified framework is developed to classify SC risk 
management articles. Moreover, SC risk management is 
approached in two ways; SC Risk (operational risks or 
disruption risks) and Mitigation Approach (supply 
management, demand management, product management 
and information management). The identified strategic and 
tactical plans to manage SC risks are shown in Table III. It is 
stated that managing SC risks can be addressed using the 
manager’s attitude towards risks and initiatives for managing 
SC disruption. Furthermore, robust strategies to mitigate 
operational and disruption risks are identified. They are 
robust supply management strategies (multi-supplier strategy 
from multiple countries, robust demand management 
strategies (demand management strategies mentioned in 
Table III), robust product management strategies 
(postponement strategy) and robust information management 
strategies (information sharing, vendor managed inventory, 
collaborative forecasting and replenishment planning to 
increase SC visibility) [21]. 

Article in [5], has framed epidemic outbreaks as a unique 
type of SC disruption risk and used the example of 
coronavirus (COVID-19), anyLogistix simulation and 
optimization software to examine and predict the impacts of 
epidemic outbreaks on the SC performance. Reference [5] 
[22] have recognized lead-time, risk mitigation inventory and 
backup suppliers as crucial elements affecting the SC 
reactions to disruptions. Moreover, geographic location data, 
lead-time data, and demand data are primarily needed to run 
the simulation models [5] [23]. A guided framework is 
needed to develop pandemic plans for a company’s SC 
because epidemic outbreaks create a lot of uncertainty. 

 
 

TABLE III. STRATEGIC AND TACTICAL PLANS TO MANAGE SUPPLY CHAIN 

RISKS [21] 

 

Supply Management 
Demand 

Management 

Product 

Management 

Information 

Management 

S
tr

at
eg

ic
 P

la
n

s 

Supply Network 

Design  

(Network 

configuration, 

Product assignment, 

Customer 

assignment, 

Production planning, 

Transportation 

planning) 

Product 

Rollovers 

 

Product 

Pricing 

Product Variety Supply Chain 

Visibility 

T
ac

ti
ca

l 
P

la
n

s 

Supplier relationship 

 

Supplier selection 

process (Criteria, 

approval/selection) 

 

Supplier order 

allocation  

(Uncertain demands, 

supply yields, supply 

lead times, supply 

costs) 

 

Supply Contract 

(Uncertain demand- 

Wholesale price 

contracts, buy-back 

contracts, revenue 

sharing contracts, 

quantity-based 

contracts: quality 

flexibility and 

minimum order; and 

Uncertain price)  

Shift 

Demand 

Across Time 

 

Shift 

Demand 

Across 

Markets 

 

Shift 

Demand 

Across 

Products 

(Product 

substitution 

and 

product 

bundling) 

Postponement 

(Make-To-

Order systems 

without forecast 

updating, 

Make-To-Stock 

systems without 

forecast 

updating, 

Make-To-Stock 

systems with 

forecast 

updating) 

 

Process 

Sequencing. 

Information 

Sharing 

 

Vendor 

Managed 

Inventory 

 

Collaborative 

Planning, 

Forecasting &  

Replenishment 

 

Article in [5], has framed epidemic outbreaks as a unique 
type of SC disruption risk and used the example of 
coronavirus (COVID-19), anyLogistix simulation and 
optimization software to examine and predict the impacts of 
epidemic outbreaks on the SC performance. Reference [5] 
[22] have recognized lead-time, risk mitigation inventory and 
backup suppliers as crucial elements affecting the SC 
reactions to disruptions. Moreover, geographic location data, 
lead-time data, and demand data are primarily needed to run 
the simulation models [5] [23]. A guided framework is 
needed to develop pandemic plans for a company’s SC 
because epidemic outbreaks create a lot of uncertainty. 

Article in [24] have identified and analysed the SC risks 
using a vulnerability matrix. Similarly, article in [25] [26] 
have used vulnerability matrix and correlation analysis to 
identify and analyse the SC risks during an epidemic 
outbreak.  

III. METHODOLOGY 

Prioritization of risk is essential as the risk factors may 
act as drivers to other risk factors. Therefore, managers 
should initially focus on the few (major) risks which act as 
drivers to other risks. The main purpose of this paper is to 
identify risk and vulnerability to analyse the costs and time 
associated with the SC risks and identify the mitigation 
strategies. It is important to control these risks since it might 
lead companies to go through a temporary shutdown during 
an epidemic outbreak. The steps of the research methodology 
could be explained in the following flow diagram. 
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Fig 3. Flow diagram of the methodology 

According [16] [17] [18] [19] SC risks were identified 
through the literature. Moreover, to further identify the 
related SC risks, SC managers who have more than five years 
of experience in the apparel industry were interviewed. A five 
scale Likert scale was used to collect data (1 - strongly 
disagree, 2 - disagree, 3 - neither agree nor disagree, 4 - agree, 
5 - strongly agree). The experts were drawn from companies 
whose clients were international and suppliers were both 
local and international.  

There are 300-350 apparel manufacturing plants in Sri 
Lanka [13]. However, there are less than 20 companies which 
are competing internationally. Information was collected 
from 8 leading apparel manufacturing companies which 
cover almost 75% market share of the apparel industry in Sri 
Lanka. Five participants from each of the companies were 
selected. They were of executive grade or higher, with more 
than 5 years' experience and were selected using random 
sampling. 

As of risk definitions and characteristics stated by [16], 
the study selected “risk is an attitude towards future event”, 
“disadvantage to the company” as the characteristics to 
categorize the risks because most of the risk related matrixes, 
models, frameworks were developed using likelihood of the 
risk / disruption / threat and its consequences [16] [17] [20]. 
However, the study focus is to prioritize these risks in order 
to identify which risks should be addressed first and mitigate 
them. Therefore, risks were categorized using time and 
economical loss factors. Time factor is taken as the time taken 
to address the risk and, economical loss factor as the cost 
occurred to the company when the risks were not handled. 
The more time it takes to address or control the disruption, it 
is categorized into high risk category. Similarly, the higher 
the economic loss or the cost to bear the risk, also falls in to 
the higher risk category. The identified SC risks through the 
literature review and experts’ opinion were, 

(R1) - Loss of local key supplier [16] [18] [19] [24] [25] [26]   

(R2) - Loss of international key supplier [16] [18] [19] [24] 
[25] [26]     

(R3) - Local port closure [16] [24] [25] [26] 

(R4) - International port closure [16] [24] [25] [26]  

(R5) - Transportation link disruption- other than ports [16] 
[18] [19] [24] [25] [26]   

(R6) - Raw materials delays and shortages [18] [19] [24] [25] 
[26] 

(R7) - Human Resource shortages [18] [24] [25] [26]   

(R8) - Product demand variations [18] [19] [24] [25] [26] 

(R9) - Order cancellations ([18]; [19]; [24]; [25] ; [26])    

(R10) - Lead time variations [5] [18] [24] [25] [26] 

 

The identified mitigation strategies were, 

(S1) - Backward Integration [14] [19] 

(S2) - Outsourcing [14] [19] [20] [21] 

(S3) - Local Sourcing [14] [19] [20] [21] 

(S4) - International Sourcing [14] [19] [20] [21] 

(S5) -Strategic Stock [14] [19] [20] 

(S6) - Sharing Information [14] [19] [21] 

(S7) - Supply Chain Visibility [14] [19] [21] 

(S8) - Alternative Transportation [14] [19] [21] 

(S9) - Customer Incentives [19] [20] 

 (S10) - Product Differentiation [21] 

(S11) - Health Safety [14] 

A risk assessment was conducted and identified the 
positions of each risk under time and cost category.  Based on 
the experts’ opinion Cost-Time-Risk (CTR) matrix was 
developed. Next, a correlation analysis was conducted to 
identify the association between each risk and the mitigation 
strategies. This enable the decision makers to identify the best 
mitigation strategies that is applicable or could be applied to 
control or mitigate the risks. Based on the evidence an 
empirical model was developed. The study used 80% of the 
data to develop the model and 20% of the data for testing and 
validation. Moreover, experts’ opinions were taken regarding 
the output of this study. 

IV. RESULTS AND DISCUSSION 

A. Vulnerability matrix of cost-time-risk 

The main two questions which were asked to identify the 
position of the risk in the vulnerability matrix were the time 
taken to mitigate the risk and the cost incurred when the risks 
were not handled. 

The scores shown under time and cost in Table IV, are 
the average score taken from the survey. Higher the time 
taken to mitigate the SC risk, higher the risk. Likewise, higher 
the cost occurred to the company when the SC risks are not 
handled, higher the risk.  
According to the data collected from the experts through the 
survey, the SC risks were mapped in a vulnerability matrix 
and shown in Fig. 4. Fig. 4 was drawn from time and cost 
scores which were collected from the survey and shown in 
Table IV. 
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TABLE IV. RESULTS OF COLLECTED DATA FROM THE SURVEY 

Supply Chain Risks Time Cost 

(R1)- Loss of local key supplier  3.5 3 

(R2)- Loss of international key supplier  4.5 4 

(R3)- Local port closure  5 2 

(R4)- International port closure  4.5 2 

(R5)- Transportation link disruption- other than 

ports  
3 2 

(R6)- Raw materials delays and shortages  3.5 3 

(R7)- Human Resource shortages 2 2 

(R8)- Product demand variations  3.5 3.5 

(R9)- Order cancellations  4.5 4 

(R10)- Lead time variations  3.5 2.5 

 

 

Fig 4. Risk assessment matrix on Cost and Time (CTR 
Vulnerability Matrix) 

If the cost is high, then the risk is high, as the risk incur 
a cost to the company which might lead the company to go 
through a temporary shutdown if it’s not handled or mitigated 
properly. If the time is high, it means that the risk is taking 
more time to handle or mitigate, therefore, the risk is also 
high which falls to Quadrant 2 (Q2). It is beneficial to focus 
on high vulnerability risks where the cost and time are both 
high, which means that the risk is very high compared to the 
other quadrants as shown in Quadrant 4 (Q4). A generalized 
vulnerability model is developed in this study considering 
cost and time factors, however, it can be customized using 
different factors and risks depending on the experience and 
needs of the company. 

The weight for cost and time is measured on the same 
scale of Likert scale 1 to 5. According to the vulnerability 
matrix shown in Figure 4, loss of international key supplier 
(R2) and order cancellations (R9) are towards the right side 
in the matrix which means that the risk is high. However, 
human resource shortages (R7) is towards the left side in the 
matrix which means the risk related to it is low compared to 
the other SC risks [25] [26]. It is because human resource 
shortage can be solved internally, quickly compared to the 
other risks, whereas, in the loss of international key suppliers, 
order cancellations are decided by external parties and cannot 
be handled internally as it takes time and resources to solve 
the issue. 

Loss of international key supplier can be mitigated by 
having several suppliers from different regions. It may be 

costly, however, in order to mitigate the risk, you should at 
least have a minimum order from these suppliers. Order 
cancellation can be mitigated by having several customers 
and a variety of products. Moreover, during the epidemic 
outbreak, manufacturers should switch to products such as 
personal protective equipment, face masks, and similar 
alternate products which can be manufactured with the same 
resources. 

As the vulnerability matrix only indicates the time and 
cost but doesn’t indicate the association of each risks, a 
statistical approach of correlation analysis was used to 
analyse the data. 

B. Development of correlation diagram to analyse risks 

Using the data gathered from the survey, the identified 
risks were analysed using bivariate correlation to measure the 
strength of the relationship between each pair. Only 35% of 
the data follows a normal distribution, therefore, spearman’s 
rho was used to calculate the correlation for each category. 
The study considered value which is greater than or equal to 
0.7 as highly correlated. The results of the survey analysis 
under time category is shown in Table V. 

C. Correlation of risk related to time 

TABLE V. CORRELATION RESULTS UNDER TIME CATEGORY 

  R1 R2 R3 R4 R5 R6 R7 R8 R9 R

10 

R

1 

1          

R

2 

0.83

9 

1         

R

3 

0.64

8 

0.797 1        

R

4 

0.72

3 

0.813 0.97 1       

R

5 

0.68

6 

0.847 0.72

5 

0.71

9 

1      

R

6 

0.48

7 

0.786 0.68

4 

0.63

5 

0.82

1 

1     

R

7 

0.55

5 

0.775 0.61

4 

0.57

9 

0.87

3 

0.97

4 

1    

R

8 

0.54

7 

0.832 0.92

3 

0.88

8 

0.84

9 

0.86

1 

0.79

8 

1   

R

9 

0.63

8 

0.845 0.97

4 

0.96

5 

0.81 0.73 0.66

8 

0.96

1 

1  

R 

10 

0.61 0.856 0.85

2 

0.87

7 

0.80

9 

0.88

9 

0.83

1 

0.94

4 

0.90

5 

1 

 

Correlation values which are greater than or equal to 0.7 
are highlighted in light grey and considered as highly 
correlated risks, ignoring the correlation between the same 
risk. Using the relationship shown in Table V, a hierarchical 
diagram was developed to understand the relationship 
between each risks and it’s shown in Fig. 5. The hierarchical 
diagram was developed considering the number of highly 
correlated risks.  

The doted box represents correlated risks. He nce, any 
relation between another and the dotted box represents an 
inclusive relationship of all risks within the dotted box. 
According to Fig. 5, R2 (Loss of international key supplier) 
is highly correlated to all the other risks which means that 
there is a high probability of occurrence of other risks due to 
R2 [25]. 
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Fig 5. Hierarchical diagram under time category 

Therefore, companies should focus primarily to mitigate 
on losing international key suppliers. Further, companies 
should focus on R5 (Transportation link disruption), R8 
(Product demand variations) and R10 (Lead time variations) 
as these risks are secondly highly correlated to the rest of the 
risks [25]. 

1) Correlation of risk related to cost 

The results of the survey analysis under cost category is 
shown in Table VI. 

TABLE VI. CORRELATION RESULTS UNDER COST CATEGORY 

  R1 R2 R3 R4 R5 R6 R7 R8 R9 R 

10 

R1 1          

R2 0.71

5 

1         

R3 0.93

1 

0.64

5 

1        

R4 0.6 0.47

6 

0.79

3 

1       

R5 0.79

7 

0.66

1 

0.78

1 

0.74

7 

1      

R6 0.82

8 

0.40

6 

0.82

1 

0.73

6 

0.81

1 

1     

R7 0.63 0.77

2 

0.67

9 

0.53

1 

0.62

2 

0.45

8 

1    

R8 0.55

8 

0.53

8 

0.40

9 

0.06 0.13

5 

0.24 0.31

3 

1   

R9 0.62

5 

0.61 0.66

8 

0.57

4 

0.31

9 

0.55 0.61

3 

0.62

8 

1  

 

R10 

0.58

6 

0.83

9 

0.53

7 

0.39

8 

0.32

4 

0.32

5 

0.52 0.71

2 

0.81

6 

1 

 

Correlation values which are greater than or equal to 0.7 
are shaded in light grey and considered as highly correlated 
risks. Using the relationship shown in Table VI, a diagram 
was developed to understand the co-relationship between 
each risks and shown in Figure 6. The hierarchical diagram 
was developed considering the number of highly correlated 
risks. 

According to Figure 6, R1 (Loss of local key supplier), 
R3 (Local port closure), R5 (Transportation link disruption) 
and R6 (Raw materials delays and shortages) are highly 
correlated to other risks, which means that there is a high 
probability of occurrence of other risks due to R1, R3, R5 and 
R6 [25]. Therefore, companies should focus primarily to 
mitigate on losing local key suppliers, local port closure, 

transportation link disruption and raw materials delays and 
shortages when considering cost.  

It can be seen that R5 (Transportation link disruption) is 
highly correlated to rest of the risks when you consider both 
categories. Therefore, it is better to mitigate transportation 
link disruption first and then the rest of the risks under each 
category. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 6. Hierarchical diagram under cost category 

Based on the discussion with experts, the study identified 
that it takes more time to mitigate loss of international key 
supplier (R2) and it is highly correlated to the rest of risks 
because international key suppliers are the main source of 
income to the company. Therefore, losing them will cause a 
chain reaction. Customers may not like the alternative 
supplier, quality issues, and it takes time to find alternative 
suppliers. Therefore, lead time will increase, raw materials to 
produce the product will be insufficient which will lead to 
order cancellations or delay in fulfilling orders. 

Considering loss of local key supplier (R1) under cost 
category, it was identified that it is costly because losing local 
key supplier will lead to find alternative suppliers and there 
will be shipping cost, lead time to deliver the raw materials 
will be high which is costly to the company. Moreover, local 
port closure (R3) will lead to sourcing other means of 
transportation for raw materials into the country and products 
out of the country. This will be costly because you may be 
currently using the optimum method of transportation 
resulting in, shortage and delay of raw materials which will 
lead to delayed orders.  

At the end of every production we should deliver the 
products on time to gain the benefit from it. Therefore, 
transportation link disruption is a crucial risk to be mitigated. 

D. Statistical-based solution approach to analyse risks with 
strategies 

Using the data from the survey, a correlation analysis 
was conducted to identify the association between each risks 
with strategies in order to mitigate the risks. Only 35% of the 
data follows a normal distribution. Therefore, spearman’s rho 
was used to calculate the correlation. Value which is greater 
than or equal to 0.4 and less than 0.7 was considered as 
moderately correlated and highlighted in yellow. In this 
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research, only positive correlated values are considered as 
experts assumed that they can mitigate the risks by each 
highly or moderately positive correlated strategies. 

The results of the analysis under time category is shown 
in Table VII. 
TABLE VII. CORRELATION RESULTS FOR RISK AND STRATEGY UNDER TIME 

CATEGORY 

 S1 S2 S3 S4 S5 S6 S7 S8 S9 
S 

10 

S 

11 

R1 0.12 
-

0.44 
0.40 

-

0.12 

-

0.08 

-

0.10 
0.09 0.02 0.07 

-

0.08 
0.17 

R2 0.31 
-

0.02 
0.22 0.47 

-

0.21 

-

0.22 

-

0.15 

-

0.28 

-

0.21 
0.12 

-

0.20 

R3 0.16 0.03 0.01 
-

0.47 

-

0.60 

-

0.29 
0.07 0.32 0.00 0.17 

-

0.41 

R4 0.28 0.23 0.45 
-

0.40 
0.02 

-

0.07 

-

0.04 
0.03 

-

0.11 

-

0.03 

-

0.36 

R5 
-

0.07 
0.59 

-

0.23 

-

0.02 

-

0.02 
0.14 0.13 0.02 0.10 0.04 0.31 

R6 0.14 0.55 0.18 0.26 0.11 0.34 0.14 0.05 
-

0.13 
0.27 0.09 

R7 0.24 0.58 0.64 0.52 0.32 0.32 0.47 0.66 0.67 0.68 0.56 

R8 
-

0.22 

-

0.08 

-

0.45 

-

0.45 

-

0.25 

-

0.03 

-

0.12 

-

0.26 
0.06 0.26 

-

0.27 

R9 
-

0.21 
0.19 0.17 0.17 0.17 0.60 0.54 0.06 0.59 0.47 0.00 

R 

10 
0.21 0.30 0.06 

-

0.06 
0.06 0.23 0.28 0.17 0.16 0.15 0.09 

 

It can be seen that human resource shortages (R7) can be 
mitigated using many strategies. Whereas, loss of local key 
supplier (R1), loss of international key supplier (R2) and 
international port closure (R4) can be mitigated by only 
implementing one strategy from the considered strategies. 
Moreover, local port closure (R3), product demand variation 
(R8) and lead time variations (R10) cannot be mitigated by 

implementing any strategies under time category. Using the 
correlation analysis for risk and strategies a framework was 
developed. 

TABLE VIII. FRAMEWORK TO MITIGATE SUPY CHAIN DISRUPTIONS - TIME 

 

The results of the analysis under cost category is shown 
in Table IX. It can be seen that transportation link disruption 
(R5) and human resource shortages (R7) can be mitigated 
using many strategies. Whereas, international port closure 
(R4), product demand variation (R8) and lead time variations 
(R10) can be mitigated by only implementing one strategy we 
considered. Moreover, local port closure (R3) and order 

cancellations (R9) cannot be mitigated by implementing any 
strategies under cost category. 

 

 

TABLE IX. CORRELATION RESULTS FOR RISK AND STRATEGY UNDER COST 

CATEGORY 

 S1 S2 S3 S4 S5 S6 S7 S8 S9 
S 

10 

S 

11 

R1 
0.3

9 

-

0.5

0 

0.3

9 

0.1

2 

0.2

8 

0.4

1 

0.4

7 

0.2

9 

0.3

0 

-

0.1

1 

0.3

5 

R2 
0.5

7 

0.0

2 

0.1

6 

0.4

1 

-

0.0

9 

-

0.0

9 

0.0

6 

0.1

2 

0.1

4 

0.1

3 

0.2

5 

R3 

-

0.3

2 

-

0.3

5 

0.0

7 

-

0.2

1 

-

0.3

0 

-

0.1

2 

-

0.2

5 

-

0.3

1 

-

0.1

2 

-

0.3

7 

0.0

0 

R4 
0.2

2 

-

0.0

9 

0.6

2 

0.2

1 

0.2

8 

0.2

1 

0.1

8 

0.2

3 

0.2

3 

0.0

4 

0.2

0 

R5 
0.3

1 

0.2

3 

0.2

7 

0.3

5 

0.3

1 

0.4

7 

0.4

5 

0.2

7 

0.4

7 

0.2

9 

0.5

3 

R6 
0.2

2 

0.0

0 

0.4

1 

0.5

4 

0.3

9 

0.3

2 

0.0

9 

0.1

9 

0.2

4 

0.1

9 

0.1

5 

R7 
0.3

3 

0.4

9 

0.4

6 

0.5

1 

0.4

7 

0.1

8 

0.2

6 

0.4

6 

0.4

2 

0.4

6 

0.6

5 

R8 

-

0.1

0 

-

0.2

7 

-

0.0

8 

0.0

0 

-

0.0

3 

0.3

7 

0.3

3 

0.1

0 

0.4

1 

-

0.0

1 

0.0

4 

R9 
0.2

9 

-

0.2

7 

-

0.2

4 

-

0.2

4 

-

0.2

4 

-

0.2

2 

-

0.3

2 

-

0.3

5 

-

0.2

3 

-

0.3

8 

0.2

8 

R 

10 

0.0

8 

-

0.2

7 

-

0.1

6 

0.1

9 

-

0.2

0 

-

0.0

9 

-

0.0

1 

-

0.1

1 

0.5

1 

-

0.1

6 

0.0

2 

 

It can be observed that international port closure (R4) can be 
mitigated using the same strategy without considering the 
category. According to the framework, it can be seen that 
most of the risks can be mitigated by local sourcing (S3) and 
giving incentives to customer (S9). Therefore, by 
implementing these strategies company can save time and 
cost. 

TABLE X. FRAMEWORK TO MITIGATE SUPPLY CHIAN DISRUPTIONS - COST 

 

Developed framework and resulting diagrams were 
validated through data collected from survey resulting in 
anticipated actual results. Hence, proving the accuracy of the 
model developed. 

V. CONCLUSION 
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It is difficult to anticipate the arrival of an extreme 
disruption to the SC, like an epidemic outbreak. However, 
companies can identify SC risks and be prepared for it now 
rather than reacting to it, when it occurs. In this paper, an 
empirical investigation was conducted to assess SC risks, 
under time and cost categorization.  The results provide 
several insights for theory and practice. It is recommended to 
focus on the high vulnerability quadrant in the vulnerability 
matrix (Figure 4) as its risk is high compared to other 
quadrants. If it’s not mitigated the business might have to 
temporarily shut down due to the disruption caused.  

The study contributes to identify SC risks during major 
disruptions to SC. The research also contributes to 
organizational theory by building a matrix to prioritize the SC 
risks they face during an epidemic outbreak in order to focus 
and mitigate them. Loss of international key supplier (R2) 
and order cancellations (R9) are considered as high risk based 
on the vulnerability matrix. However, human resource 
shortages (R7) is considered as low risk, based on the 
vulnerability matrix. 

The vulnerability matrix doesn’t indicate the association 
of each risks but it shows the time and cost for each risks. 
Therefore, considering the correlation analysis, it is 
recommended to focus on the highly correlated risks under 
time and cost category as its risk is high compared to others. 
If the risk is not mitigated, the business might even have to 
temporarily shut down due to the disruption caused. 
Considering the time category, the study identified that the 
loss of international key supplier is highly correlated to all the 
other risks which means that there is a high probability of 
occurrence of other risks and companies should focus 
primarily to mitigate it. Further, companies should focus on 
transportation link disruption, product demand variations and 
lead time variations as these risks are also highly correlated 
to the rest of the risks. 

Moreover, considering the cost category, the study 
identified that loss of local key suppliers, local port closure, 
transportation link disruption and raw materials delays and 
shortages are highly correlated to other risks which means 
that there is a high probability of occurrence of other risks 
and companies should focus primarily to mitigate them. 

When considering association of risks with strategies, it 
can be seen that international port closure (R4) can be 
mitigated using the same strategy without considering the 
category. According to the framework, it can be seen that 
most of the risks can be mitigated by local sourcing (S3) and 
giving incentives to customer (S9). Therefore, by 
implementing these strategies company can save time and 
cost. The summary findings of the study in Table XI. 

It could be observed that some of the past implemented 
strategies for identified risks were same as [19] [21] and [20] 
studies and some were not. According to [19], loss of local 
key supplier (R1), loss of international key supplier (R2), raw 
materials delays and shortages (R6) has got more strategies 
than the strategies found in this study. It is because [19] have 
considered the risks in a combined and wide range, whereas 
this study considered the risks separately. Moreover, [19] 
have considered a day-to-day SC risk, whereas, the study 
considered a special case, of an epidemic outbreak. 
Therefore, it can be concluded that Sharing Information (S6), 
SC Visibility (S7) strategies are vital when considering an 
epidemic outbreak. 
Strategies in [20] and strategies in the conducted study in this 
article are almost different because [20] has only considered 

nine strategies for their study and the risks and disruption as 
a combined and wide range where this study considered them 
separately.  

[21] has also considered the risks in a combined and wide 
range and the strategies were limited. Considering Product 
demand variations (R8), it can be seen that in a normal SC 
disruption, Product differentiation (S10) could be taken as a 
mitigation strategy. However, considering a special case such 
as epidemic outbreak Customer incentives (S9) are crucial to 
mitigate the risk. 

 
TABLE XI. FINDINGS OF THE STUDY 

Risk 

Strategies found in 

this study 

Strategies found in past 

literature 

Under 

Time 

Category 

Under 

Cost 

Category 

[19] [20] [21] 

(R1)- Loss of 

local key supplier 
S3 S6, S7 

S1, S2, 

S3, S4, 

S5, S8 

  

S2, 

S3, 

S4 

(R2)- Loss of 

international key 

supplier 

S4 S1, S4 

S1, S2, 

S3, S4, 

S5, S8 

  

S2, 

S3, 

S4 

(R3)- Local port 

closure 
    S8   

(R4)- 

International port 

closure 

S3 S3   S8   

(R5)- 

Transportation 

link disruption- 

other than ports 

S2 
S6, S7, 

S9, S11 
  S8   

(R6)- Raw 

materials delays 

and shortages 

S2 S3, S4 

S1, S2, 

S3, S4, 

S5, S8 

    

(R7)- Human 

Resource 

shortages 

S2, S3, 

S4, S7, 

S8 S9, 

S10, S11 

S2, S3, 

S4, S5, 

S8, S9, 

S10, S11  

      

(R8)- Product 

demand 

variations 

 S9 S5, S9  S9 S10 

(R9)- Order 

cancellations 

S6, S7, 

S9, S10 
 S5, S9 S9   

(R10)- Lead time 

variations 
 S9       

 
In conclusion, considering time and cost only Loss of 

international key supplier (R2) and order cancellations (R9) 
are crucial to mitigate. However, considering the risk 
association to each other, under time category, Loss of 
international key supplier is crucial to mitigate. Moreover, 
under cost category, Loss of local key supplier, Local port 
closure, Transportation link disruption and Raw materials 
delays and shortages are crucial to mitigate. Further, 
considering the association of risks with strategies, it can be 
said that most of the risks can be mitigated by local sourcing 
and giving incentives to the customer. 

The limitation of this study was that an assumption was 
made that the clients were international and suppliers were 
both local and international. This would somewhat restrict 
external validity.  

As for future work, the study can be extended to identify 
the root causes of these risks which should be taken in order 
to mitigate the SC disruptions. These outcomes of the 
research allow managers to evaluate the course of action that 
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they should take concerning the SC disruption that they 
experience during an epidemic outbreak. 

REFERENCES 

[1] Meyer, S., 7 “Steps For Minimizing Supply Chain Disruptions + 
Prevention Tips”. (online) The BigCommerce Blog. 
Available at:https://www.bigcommerce.com/blog/supply-chain-
disruptions/#what-is-a-supply-chain-disruption, 2020 

[2] Escaith, H., Teh, R., Keck, A., & Nee, C. “Japan's earthquake and 
tsunami: Global supply chain impacts”, | VOX, CEPR 
Policy Portal. Retrieved 26 July 2020, 
fromhttps://voxeu.org/article/japans-earthquake-and-tsunami-
global-supply-chain-impacts, 2011 

[3] Ziaul, H., Muhammad, A., & Barbara, D. “Impact of Man-Made 
Disasters  on Commercial Logistics”. International 
Journal Of Economics, Commerce and Management, 
United Kingdom, III(6), 2015 

[4] Nishiguchi, T., & Beaudet, A., “Self-Organization and Clustered 
Control in the Toyota Group: Lessons from the Asian Fire”, 
Massachusetts Institute of Technology International Motor 
Vehicle Program, 2002 

[5] Ivanov, D., “Predicting the impacts of epidemic outbreaks on global 
supply chains: A simulation-based analysis on the 
coronavirus outbreak (COVID-19/SARS-CoV-2) case”, 
Transportation Research Part E, pp. 136, 2020 

[6] Seric, A., Görg, H., Mösle, S., & Windisch, M. Managing COVID-
19: “How the pandemic disrupts global value chains Industrial 
Analytics Platform”, https://iap.unido.org/articles/managing-covid-
19-how-pandemic-disrupts-global-value chains, 2020 

[7] Leonard, M., “44% of supply chain pros have no plan for China 
supply disruption”. Available: 
https://www.supplychaindive.com/news/44-of-supply-chain-pros-
have-no-plan-for-china-supply disruption/573899/, March 11, 2020 

[8] Hobbs, B., “How to Prepare for Major Supply Chain Disruption”. 
Available: https://www.entrepreneur.com/article/348081, March 
31, 2020 

[9] Hui, P. and Choi, T., “Using artificial neural networks to improve 
decision making in apparel supply chain systems. Information 
Systems for the Fashion and Apparel Industry”, pp.97-
107, 2016 

[10] McIntosh, S., “Coronavirus: Why The Fashion Industry Faces An 
'Existential Crisis”. (online) BBC News. Available at 
https://www.bbc.com/news/entertainment-arts 52394504, 2020. 

[11] Businesswire, “Global $1,182.9 Billion Clothing And Apparel 
Market Analysis, Opportunities And Strategies To 2022”, 
Researchandmarkets.Com. (online) Available at: 
https://www.businesswire.com/news/home/20191025005178 
/en/Global-1182.9 Billion-Clothing-Apparel-Market-
Analysis, 2020  

[12] BOI, Apparel – BOI Sri Lanka. Available: 
http://investsrilanka.com/sectors/apparel-2/, 2020 

[13] Export Development Board (EDB), Sri Lanka, Industry Capability 
Report Sri Lankan Apparel Sector, 2020 

[14] Kilpatrick, J. and Barter, L., COVID-19: Managing Supply Chain 
Risk and Disruption. Canada: Deloitte, 2020 

[15] Hippold, S., Coronavirus: How To Secure Your Supply Chain. 
(online) Gartner.  Available at: https://www.gartner.com 
/smarterwithgartner/coronavirus-how-tosecure-your-supply-chain/, 
2020 

[16] Xu, J., “Managing the Risk of Supply Chain Disruption: Towards a 
Resilient Approach of Supply Chain Management”. ISECS 
International Colloquium on Computing, Communication, 
Control, and Management, 2008 

[17] Sheffi, Y., Rice Jr. J. B., “A Supply Chain View of the Resilient 
Enterprise”, MIT Sloan Management Review, pp.41-48, 2005 

[18] Venkatesh, V.G., Rathi, S., and Patwa, S., “Analysis on supply chain 
risks in Indian apparel retail chains and proposal of risk 
prioritization model using Interpretive structural
 modeling”, Journal of Retailing and Consumer Services 26, pp. 
153–167, 2005 

[19] Tukamuhabwa Benjamin, Stevenson Mark, Busby Jerry, “Supply 
chain resilience in a developing country context: a case study 
on the interconnectedness of threats, strategies and outcomes”, 
Supply Chain Management: An International Journal, Vol. 22, No. 
6, pp. 486–505, 2017 

[20] Kumar Sameer, Himes Katie J. and Kritze Collin P., “Risk 
assessment and operational approaches to managing risk in 
global supply chains”, Journal of Manufacturing
 Technology Management, Vol. 25, No. 6, pp. 873-890, 2014 

[21] Tang Christopher S., “Perspectives in Supply Chain Risk 
Management: A Review”, 2005  

[22] Ivanov, D., Dolgui, A., “Low-Certainty-Need (LCN) supply chains: 
A new perspective in managing disruption risks and resilience”. Int. 
J. Prod. Res. 57 (15–16), pp. 5119–5136, 2019 

[23] Dolgui, A., Ivanov, D., Rozhkov, M., “Does the ripple effect 
influence the bullwhip effect? An integrated analysis of structural 
and operational dynamics in the supply chain. Int. J. Prod. Res. 58 
(5), pp. 1285–1301, 2020 

[24] Perera, M. A. S. M., Wijeyanayake, A., Peter, S., “Classifying risk 
and vulnerability in the supply chain during an epidemic outbreak”, 
International Conference on Applied and Pure Sciences, 2020 
Faculty of Science, University of Kelaniya, Sri Lanka, pp 111, 2020 

[25] Perera, M. A. S. M., Wijeyanayake, A., Peter, S., “Analysis of 
Correlation of Risks in the Supply Chain Disruption in Apparel 
Industry during epidemic Outbreak, COVID 19: Impact, Mitigation, 
Opportunities and Building Resilience “From Adversity to 
Serendipity”, Perspectives of global relevance based on research, 
experience and successes in combating COVID-19 in Sri Lanka, 
Vol. 1, National Science Foundation, Sri Lanka: ISBN 978-624-
5896-00-4, pp 672-677, 2021 

[26] Perera, S., Wijeyanayake, A., Peter, S., “Analysing the risk in the 
supply chain of apparel industry during an epidemic outbreak”, 
Proceedings of the 11th Annual International Conference on 
Industrial Engineering and Operations Management Singapore, pp 
864-874, 2021.



Smart Computing and Systems Engineering, 2021 
Department of Industrial Management, Faculty of Science, University of Kelaniya, Sri Lanka 

 

267 

 

 

Paper No: SE-20 Systems Engineering 

Solution approaches for combining first-mile pickup 
and last-mile delivery in an e-commerce logistic 

network: A systematic literature review
 

M. I. D. Ranathunga*  
Department of Industrial Management  

University of Kelaniya, Sri Lanka 
isharadil26@gmail.com

 
A. N. Wijayanayake 

Department of Industrial Management  
University of Kelaniya, Sri Lanka 

anni@kln.ac.lk

 
D. H. H. Niwunhella 

Department of Industrial Management  
University of Kelaniya, Sri Lanka  

hirunin@kln.ac.lk 
 

Abstract - Logistics is one of the primary areas of operation 
within cutting-edge supply chain operations. In the e-commerce 
supply chain also logistics operations play a vital part. The 
logistics operations must be controlled effectively and efficiently 
since they deal with the high-cost besides environmental 
impacts. In e-commerce logistics operations, first-mile and last-
mile delivery operations are considered as the operations with 
the highest costs incurred. So, e-commerce service providers are 
interested in optimizing their first-mile and last-mile delivery 
operations. Though it is known that the integration of first-mile 
pickup and last-mile deliveries will minimize the cost of 
transportation, there are more practical concerns to be taken 
into account when combining the first-mile pickup and last-mile 
delivery operations. Capacitated Vehicle Routing Problem 
(CVRP) is discussed in the literature as a solution approach for 
this kind of problems. The objective of this study is to provide a 
comprehensive overview of the current CVRP related literature, 
including models, algorithmic solution approaches, objectives, 
and industrial applications, with a focus of identifying 
interesting study paths for the future to improve distribution in 
e-commerce logistics networks by combining first-mile pickup 
and last-mile delivery operations. The findings of the study have 
demonstrated that constraints and features of Vehicle Routing 
Problem with Backhauls are very attractive with today's e-
commerce operations, and the majority of the cited publications 
employed approximation methods rather than precise 
algorithms to solve these types of models.  

Keywords - capacitated vehicle routing problem, e-
commerce, first-mile and last-mile delivery 

I. INTRODUCTION 

E-commerce or electronic commerce is the activity of 
purchasing and selling things over the Internet or through 
online services. Global e-commerce sales are expected to 
reach $6.5 trillion by the end of 2023 [1]. Due to the 
uninterrupted growth rate, e-commerce can be considered as 
one of the fastest-growing industries currently. The E-
commerce supply chain incorporates supply chain operations 
including product warehousing, inventory management, 
delivery and order management. For e-commerce to be 
succeeded, it must be efficient at all levels of business. 
Therefore, optimizing each of these components is essential 
to ensure that everything is working smoothly and efficiently. 
Since e-commerce delivery operations incurred a substantial 
amount of the total cost of operations in an e-commerce 
supply chain, it is in their best interest to optimize these 
delivery operations costs which will ultimately benefit the e-
commerce service providers and their customers. 

In the logistics supply chain of an e-commerce enterprise, 
first-mile delivery is the initial stage of transportation. This is 
where the package leaves the merchant's door for the first 
time. Merchants could drop off their goods at the collection 

points or the drop-off stations, or request that the company's 
logistic service providers to fetch their products from where 
they are stored. The difference between pick-ups and drop-
offs is that the pick-ups are carried out by the logistic service 
providers so that merchant can have their products picked up 
at their warehouses or storefronts. Merchants transporting 
their products to collection points or drop-off stations is 
known as drop-offs. Therefore, the process of collecting 
goods from merchants using logistic service providers is 
known as the first-mile pickup. The phrase "last-mile" was 
first used in the telecommunications sector to describe the 
final leg of a network [2]. The movement of packages from 
the transportation hub to the ultimate delivery destination is 
known as last-mile delivery in an e-commerce supply chain. 
This last-mile logistics in any of the supply chains is often 
considered as the most expensive, least efficient, and with the 
most pressing environmental concerns [3]. As a result of the 
rapid expansion of the e-commerce industry and the increase 
of online purchases, the volume of first-mile pickups and last-
mile deliveries increased and puts barriers to the 
transportation networks with the increased volume of 
vehicles on roads. 

The introduction of new business strategies has been a 
significant driver of total cost reduction in most recent 
business organizations. Whether driven by minimizing costs 
or by modern trade methodologies, reconsidering around 
distribution network optimization has presently gotten to be 
more pertinent than ever. One such way of optimizing 
distribution networks is shipment consolidation, which has 
been a popular research area over the past few years. 
Shipment Consolidation is a coordination methodology that 
combines two or more orders or shipments. It may empower 
significant economies of scale, incredibly decreasing the 
transportation cost and fewer environmental impacts. 
According to [4] combination of deliveries from a depot and 
pickups destined to the same depot on the same vehicle is 
considered a specific case of consolidation. This combined 
pickup and delivery can also lead to significant efficiency 
gains.  According to the findings of [5] combining first-mile 
pickup and last-mile delivery operations can result in 
efficiency benefits of up to 30% for e-commerce delivery 
operations. In practice, combined deliveries and pickups on 
the same vehicle are appealing owing to the long-term 
environmental benefits of fewer vehicles on the road and 
lower emissions.  

The Capacitated Vehicle Routing Problem (CVRP) is one 
of the most important combinatorial optimization problems 
which recently has been receiving much attention from 
researchers and scientists [6]. The objective of CVRP is to 
serve a set of delivery customers or a set of pickup customers 
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through a set of vehicles stationed at a central depot without 
violating the capacity of vehicles. CVRP has several variants 
and extensions. Vehicle Routing Problem with Pickup and 
Deliveries (VRPPD) where the mixed loading of pickups and 
deliveries are considered, Vehicle Routing Problem with 
Simultaneous Pickup and Deliveries (VRPSPD) where 
vehicle’s load in any given route is a mix of pickup and 
delivery loads, Vehicle Routing Problem Backhauls (VRPB) 
where customers with delivery demands should meet first 
before pickup demands are examples of such variations. 
Several solution approaches such as heuristic algorithms, 
metaheuristic algorithms, genetic algorithms, and exact 
methods have been developed to solve CVRP and its variants. 

This study was carried out to examine the solution 
techniques utilized in the literature linked to CVRP. It aids 
future research in building a model to improve distribution in 
e-commerce logistics networks by combining first-mile 
pickup and last-mile deliveries together. The techniques 
utilized to achieve solutions in the literature, such as exact 
optimization, heuristic, metaheuristic, or genetic algorithms, 
have been explored in this study. This study's findings will 
aid future research in selecting an appropriate model and to 
improve distribution in an e-commerce logistic network by 
combining first-mile pickup and last-mile deliveries together. 

The remaining sections of this are organized as follows; 
Section 2 describes the methodology employed in the study, 
which is followed by the findings of the literature review in 
section 3. Section 4 includes the overview with the analysis 
of the solution approaches and finally the conclusion is 
presented in section 5. 

II. METHODOLOGY 

 

 
 

Fig.  1 Methodology of the literature review 

The systematic review of the literature was based on the 
content analysis of the main domain areas including first-mile 
pickup and last-mile delivery operations, combined pickup 
and delivery operations, and CVRP. The publications were 
reviewed in the following steps for the literature search and 
analysis process: (a) choose the database source; (b) choose 
the search terms; and (c) choose the search criteria. (c) 
evaluate the appropriateness of the literature subset; e) review 
and synthesis of the literature. Thus, the literature was 
searched and gathered from using keywords from different 
academic databases like Research Gate, Scopus, Science 
Direct, and Google Scholar. 61 papers were selected through 
search keywords and they have been sorted by the published 
year. The articles published after 2015 were only considered. 
Then, using inclusion and exclusion criteria, 39 papers were 
examined and selected for analysis. The study design, 
keywords, and date serve as inclusion criteria while 
unrelated, duplicated, or unavailable full texts, as well as 
abstract-only articles and papers not written in English, 
considered as the exclusion criteria. Literature analysis was 
conducted based on the CVRP variants, solution approaches 
and objective functions used in the selected papers. The flow 
diagram of the methodology could be summarized as in the 
Fig. 1 

III. LITERATURE REVIEW 

A. E-commerce  

The phrase electronic commerce, or e-commerce in its 
original form, was coined by IBM in 1997 which is a form of 
e-business activity centered on and around individual Internet 
transactions [7].  

The number of digital purchasers grows every year as 
internet availability and usage grow at a rapid pace 
throughout the world. Consumers are increasingly purchasing 
items through the Internet is quite popular. They not just to 
buy little items on the internet, but also big items such as 
home appliances, construction materials, furniture, delicate 
goods, and so on [2]. Retail e-commerce sales globally 
reached 4.28 trillion dollars in 2020, with e-retail revenues 
expected to reach 5.4 trillion dollars in 2022 [8].  

E-commerce has already had a significant growth trend 
that has resulted in a slew of issues, including excessive and 
costly business procedures, low efficiency, together with 
expensive e-commerce freight costs [9]. Therefore, this 
growth of online shopping in recent years has resulted in 
significant supply chain restructuring and a multiplicity of 
delivery strategies used by e-retailers and package shipping 
companies [10]. Also, academic research in the e-commerce 
area has gained pace as a result of the growing adoption of 
online shopping. 

B. First-mile pickup and last-mile delivery 

A study was conducted by [11] to identify the challenges 
and concerns with first-mile and last-mile deliveries. There 
the authors referred the terms "first and last mile delivery" to 
freight transportation logistics for the first and final miles to 
the consumer, respectively. Also, they have mentioned that 
the first and last miles of freight transportation are the most 
expensive and it is difficult to assemble and put goods 
together in the last step of transportation, resulting in 
disproportionately high expenses in that sector. According to 
the authors last-mile delivery issues are typically caused 
because deliveries are made up of individual orders and a 
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considerable amount of destination dispersion, since each 
item must be delivered to a separate location and the first-
mile freight transportation also has similar issues. 

The study conducted by [12] with the objective of 
identifying the current difficulties in urban logistics that have 
arisen with the increased freight volumes as a result of the 
growth of e-commerce. It suggested that integrated methods 
to network and process optimization may increase service 
quality while improving network quality as well as profit to 
all stakeholders. 

C. CVRP for Combined Pickup and Delivery 

CVRPs are a significant class of pickup and delivery 
problems, and a multitude of CVRP variations have attracted 
special attention in recent decades. This study investigated 
CVRP with pickup and delivery problems in-depth and 
provided a categorization of varieties and solution 
approaches for these problems. In transportation industry, 
CVRP is an important concern as it is difficult to solve using 
some optimization methods. Unfortunately, finding a 
globally optimal solution is difficult. As a result, many 
researchers combine two or more optimization techniques to 
solve CVRP [13]. 

1) VRPPD – Vehicle Routing Problem with Pickup and 
Delivery 

The VRPPD pertains to the scenario in which the pickup 
and delivery destinations are unpaired. To put it another way, 
a homogenous good is taken into account, which implies that 
items loaded at any pickup location may be used to meet 
demand at any delivery location [5].  

The study was conducted by [5] to describe the VRPPD 
mathematical formulations and heuristic solution approaches, 
which serve as the foundation for a series of numerical 
experiments. The authors look at the route efficiency trade-
offs that arise when first-mile pickup and last-mile delivery 
activities are combined in an urban distribution system. They 
suggest adjustment parameters that account for the impact of 
integrated pickup and delivery operations, based on existing 
research on continuum approximation of optimal route 
lengths. They use multiple linear regression to estimate a 
generalized correction factor based on the outcomes of their 
numerical tests to increase the quality of their closed-form 
prediction of the route efficiency effect from first-mile and 
last-mile integration. In solving this problem authors have 
considered a heterogeneous fleet of vehicles and 
homogeneous products. Together with the pickup requests 
and delivery requests they also considered the short-
circuiting requests where deliveries fulfilled along a single 
route without shipping the respect pickup request to the 
depot. The authors used the local search heuristic augmented 
with a large neighborhood search method as the solution 
approach to solve the mathematical model. The heuristic 
algorithm was developed in python using the OR-Tools 
routing library. Finally, they applied the theory developed in 
the study to actual data from the first-mile pickup and last-
mile delivery operations of a major e-commerce marketplace 
and logistics service provider in India, Flipkart, to 
demonstrate the real-world relevance of the findings for 
urban first- and last-mile logistics operational planning and 
strategic system design. According to the study's findings, 
combining first-mile pickup and last-mile delivery operations 
can result in efficiency benefits of up to 30% and they 
discovered that firm could decrease its urban traffic and 

pollution effect by up to 16% while improving asset 
utilization and minimizing its vehicle fleet's operating costs. 
The study further suggests that the impact of line-haul 
components, time window constraints, and other variants of 
CVRP can be incorporated to solve the model.  

The study conducted by [14] offers a first-mile and last-
mile model with an integrated supply chain. This study 
proposes a VRPPD mathematical model to formulate the 
problem of real-time smart scheduling of first- and last-mile 
operations. Constraints like time windows and availability 
were considered when optimizing the cost of integrating first-
mile and last-mile operations. Here the authors considered the 
first-mile and last-mile operations of a general supply chain 
without focusing on any specific industry. In solving this 
model authors considered a homogeneous fleet of vehicles 
and a single product type. The model created in this study 
also considered scheduled pickup requests, scheduled 
delivery requests, short-circuiting requests together with the 
open tasks which were not scheduled. A newly discovered 
meta-heuristic algorithm was used to solve the smart 
scheduling problem in this study. Black Hole Optimization 
(BHO) and Big Bang Big Crunch (BBBC) algorithms are 
combined in this meta-heuristic. The sensitivity study was 
conducted and it revealed that combining both swarming 
heuristics was effective. This study model can be further 
extended in the future by considering other constraints like 
the availability of human resources or the stochasticity of the 
parameters, heterogeneous fleet of vehicles, and mixed 
products. Also, the authors suggest that other heuristic 
approaches may be more appropriate for solving this 
problem.  

The study conducted by [15] presented an optimization 
algorithm for solving the VRPPD and as the solution 
approach, authors have used Variable Neighborhood Search 
and Tabu Search meta-heuristics. Time window constraints, 
capacity constraints, compatibility between orders and 
vehicles, the maximum number of orders per vehicle were 
considered as constraints for the study model. Also, they have 
considered a heterogeneous fleet of vehicles to transport a 
single product type and only the short-circuiting requests and 
delivery requests were taken into consideration in solving the 
problem. The objective of this study was to the cost and the 
distance traveled and by reducing vehicle utilization while 
providing an optimal service quality for the customers. The 
solution approach has been verified using a real-world dataset 
from a transport company in Spain and concludes that the 
algorithm is capable of effectively solving real-world cases 
with hundreds of orders, and also computes the answers in an 
acceptable amount of time. Finally, the authors suggest that 
this idea might be used in future research to tackle more 
generic types of vehicle routing issues with more real-world 
objectives and limitations. This algorithm's ability to discover 
effective solutions to challenging combinatorial optimization 
problems should make it beneficial for a variety of other 
freight and distribution concerns. 

2) VRPSPD – Vehicle Routing Problem with 
Simultaneous Pickup and Delivery 

The multiple-vehicle Hamiltonian one-to-many-to-one 
Pickup and Delivery Problem (PDP) with coupled demands 
is another name for this VRPSPD. In this problem, some 
customers have delivery demands, while others have pickup 
demands, and at least, customer has both pickup and delivery 
demands. Many variants of the VRPSPD have been studied 
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in the past by adding various constraints to the problem. 
VRPSPD with time windows, heterogeneous VRPSPD, the 
multi-depot VRPSPD, the green VRPSPD, stochastic 
VRPSPD, and miscellaneous VRPSPDs were the variants of 
VRPSPD's studied in the past [16]. Instead of considering the 
first-mile pickup, this type of problem considers the reverse 
flow packages or else customer return packages as pickups. 
So, VRPSPD considers integrating last-mile delivery with the 
pickup of reverse flow packages. In VRPSPD any place of 
the route, the load of the vehicle is a combination of delivery 
and pickup packages.  

The vehicle routing problem with simultaneous pick-up 
and delivery, as well as time windows, is examined by [17] 
in their study. A heuristic solution approach which is Particle 
Swarm Optimization (PSO) algorithm was used in this study 
to solve the VRPSPD by considering time windows as a 
constraint. The results of the study demonstrate that the PSO 
method can discover solutions that are competitive with those 
found by other algorithms previously published in the 
literature. In addition, the PSO method solves the issue in a 
reasonable amount of time. This study further can be 
improved by incorporating environmental objectives as well. 

The study conducted by [18] proposed a hybrid meta-
heuristic approach to solve the VRPSPD. The hybrid meta-
heuristic solution approach they used to solve the problem 
was an ant colony system (ACS) based variable 
neighborhood search (VNS) algorithm. VNS is a strong 
optimization technique that allows for in-depth local search. 
But it does not have a memory structure. This flaw was 
mitigated by leveraging ACS's long-term memory structure, 
which improved the algorithm's overall speed. In this 
problem, the authors have considered a heterogeneous fleet 
of vehicles. For comparison, the ACS empowered VNS 
algorithm used in this study was evaluated on well-known 
benchmark test problems from the open literature of 
VRPSPD and found out that the developed method is both 
resilient and efficient. The authors also noted that with little 
changes, this work may be used to address a variety of 
additional VRP variations. 

A study was conducted in 2016 to address the problem 
of multi-depot heterogenous fleet VRPSPD. A novel 
mathematical model is constructed, and two meta-heuristic 
approaches based on Imperialist Competitive Algorithm 
(ICA) and Genetic Algorithm (GA) were used to solve the 
problem in this study. The objective of this study was to 
reduce the overall cost, which was divided into three 
components. The first component was the cost of vehicle 
routing, the second part was the penalty cost of drivers who 
exceed travel distance restrictions, and the third element was 
the fixed expenses of hiring drivers. For 25 customer pickups 
and demands, random test issue instances were produced and 
experimental settings were employed to obtain the results for 
the proposed model. The results obtained show better results 
for the ICA algorithm. Finally, the authors have mentioned 
that in other types of vehicle routing problems, such as 
problems with periodic and time window constraints. It is 
worthwhile to consider significant features of drivers such as 
experience, age, working shifts, and income as well [19]. 

To tackle the problem of Green VRPSPD a study was 
carried out in 2020 and the authors mathematically defined it 
and devised a hyper-heuristic (HH-ILS) method based on 
iterative local search and variable neighborhood descent 
heuristics. The objective of the problem is to design vehicle 
routes that minimize the cost of fuel consumption due 

to vehicle load and travel distance. The influence of the 
GVRPSPD and the HH-ILS was studied using extensive 
computer studies with using [20] data set which consisted of 
28 problems involving between 50-199 customers and [21] 
data set which included 40 instances each involving 50 
customers. The authors also reported that they did a 
sensitivity study to explore the performance of neighborhood 
structures, hyper-heuristics, and local search, as well as a 
comparative analysis to investigate the performance of HH-
ILS [22]. 

3) VRPB – Vehicle Routing Problem with Backhauls 

The distinction of the VRPB which is a variant of CVRP 
is that it has two types of customers: those who receive 
products from the depot, known as linehaul, and those who 
send goods back to the depot, known as backhauls [23]. In 
VRPB both linehaul and backhaul clients must be visited on 
the same route, and each route must have at least one linehaul 
customer. All deliveries must be loaded at the depot, and all 
pickups must be brought there as well [7]. This variant is 
CVRP is a cost-effective method for lowering routing costs 
while simultaneously lowering transportation's 
environmental and social consequences through combining 
inbound and outbound routes simultaneously [24].  

VRPB is significant among other variants of CVRP 
because of the precedence constraint which implies that 
linehaul customers are visited before backhaul customers. 
There are several VRPB variants as a result of additional 
constraints being added to the standard VRPB. Multi depot 
VRPB, VRPB with the heterogeneous fleet, VRPB with Time 
Windows, Green VRPB, and Mixed VRPB are some 
examples of those variants. 

A deterministic iterated local search method was 
described by [23]. It was a meta-heuristic approach to solve 
the VRPB model and the authors mentioned that the 
technique was efficient on the traditional benchmark 
instances which were tested on two sets of benchmark 
instances from past literature. The study considered a 
homogeneous fleet of vehicles and a single product type 
where all the pickups were collected and deliveries were 
dispatched through a single depot. The objective of this study 
was to minimize the cost. The authors also mentioned that 
this approach is straightforward, deterministic, parameter-
free, and quick. As a result, it may be a viable alternative to 
more complicated and advanced algorithms. 

[25] suggested a meta-heuristic solution approach named 
as Pareto ant colony method for solving a multi-objective 
variation of the multi-depot VRPB to minimize distance, trip 
time, and energy consumption. Each arc was given a random 
fixed speed between 30 and 90 km/h, and the energy 
consumption was calculated using the function proposed by 
[26]. The model was tested on new 33 instances with 50-200 
customers around 2-3 depots based on those [20]. This study 
considered a general model for a homogeneous fleet of 
vehicles to pick up and deliver the same type of product. The 
authors recommend that the suggested method be applied to 
various routing problems such as the Multi-Depot Vehicle 
Routing Problem, the Periodic Location Routing Problem, 
and the Multi-Depot Vehicle Routing Problem with 
Heterogeneous Fleet.  

[27] proposed a multi-objective non-linear programming 
paradigm. In this study authors considered a heterogeneous 
fleet of vehicles to deliver and pickup single product type 
through multiple depots using an exact solution approach. 
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The model is linearized, verified, then solved using a suitable 
fuzzy method. Finally, the suggested model's dependability 
and viability are tested using an actual case study. The 
authors looked at a case of returned-remanufactured items in 
a VRPB environment with pickup and delivery while 
considering green requirements in this study. They examined 
both product delivery and pickup at the same time across 
shared channels in this bi-objective issue. The model can be 
expanded by including a third goal, which is to maximize the 
profit from used goods. To make the model more consistent 
with real distribution systems, it is also recommended to 
incorporate the quantities of return products as a stochastic 
parameter. Furthermore, the model may be enhanced by 
including time frames.  

[28] investigated the VRPB for a case study in terms of 
time windows, order-dependent heterogeneous fleet, order 
loading and delivery limits, a maximum number of stores per 
route, warehouse loading capacity, and maximum tour 
duration. The issue arose at Kroger, one of Ohio's major 
grocery chains, in the Cincinnati-Columbus area. The number 
of shops varies between 120 and 150. To find solutions, the 
authors created a greedy randomized adaptive search method 
(GRASP) that was supplemented with tabu search. 
Experiments on Kroger cases revealed cost savings of $4887 
per day on average, or 5.58 percent per day when compared 
to the existing method. The objective function of the study 
was to keep the cost of traversing the arcs between each pair 
of successive nodes in a route as low as possible which 
indirectly decreases the total time, drivers must wait at a node 
before service can begin by penalizing the idle time before 
order fulfillment.  

[29] proposed the multi-trip VRPB, in which a vehicle 
may make several journeys in a certain amount of time while 
also collecting items on each trip. The issue was defined as a 
mixed-integer linear program, and the authors devised a two-
level variable neighborhood search technique to solve it. A 
multi-layer local search method was used to increase and 
diversify the heuristic, which was incorporated within a 
sequential variable neighborhood search. Based on two 
previous investigations, a new benchmark set was created. 
When compared to CPLEX's solutions for small and 
medium-sized instances with up to 50 clients, the algorithm 
produced good results. On two classic VRPB examples data 
sets, the algorithm also produced competitive results. The 
heuristic model used in this study considered a homogeneous 
fleet of vehicles, a single product type, and a single depot as 
constraints to achieve the objective to minimize the total 
travel distance.  

The VRPB is NP-hard in the strong sense and is 
described in the literature as an extension of the capacitated 
vehicle routing problem. Because the VRPB is NP-hard and 
has a precedence constraint, there are a lot of heuristic 
approaches that may be used to solve it. As a result, the 
majority of available literature on the VRPB is focused on 
high-quality heuristics and meta-heuristics approaches [30]. 

IV. LITERATURE OVERVIEW 

This section provides an overview of the CVRP 
literature, including a broad descriptive analysis of the 
published articles between 2016 and 2021, as well as the 
VRPB categorization. The section concludes with a summary 
of the literature and a list of research gaps to be filled. 

 

TABLE I.  ANALYSIS OF CVRP VARIANTS 

Table I is a summary of the CVRP variants which were 
used in the past literature including the solution approaches, 
objective functions, and the type of algorithms used to solve 
the problems. Literature was analyzed within the latest 6-year 
period from 2016 to 2021 and the selected articles were 
summarized. 

 

Reference CVRP 

Variant 

Solution 

Approach 

Objective 

Function 

Algorithm 

[31] 

 

VRPB 

MH Economical HS 

[23] MH Economical ILS 

[25] MH Eco. and Env. ACO 

[32] MH Economical LNS 

[33] Exact Economical Exact 

[34] MH Economical ACO 

[28] MH Economical GRASP & TS 

[4] Exact Environmental Exact 

[29] H Economical VNS & LS 

[35] H Economical TS 

[27] Exact Eco. and Env. Exact 

[36] H Economical TS 

[37] H Economical LS 

[30] Exact Economical Exact 

[38] MH Economical FOA 

[39] H Economical RO 

[40] MH Economical BNGS 

[41] 

 

VRPSPD 

H Economical GA & LS 

[18] MH Economical ACO & VNS 

[42] MH Economical ACO 

[19] MH Economical ICA & GA 

[43] H Eco. and Env. GA & VNS 

[44] H Economical APGA 

[14] MH Economical BHO 

[17] H Economical PSO 

[46] MH Economical SA 

[47] H Eco. and Env. AGHC 

[22] MH Eco. and Env. ILS 

[48] H Economical GA 

[49] H Economical GA 

[50] MH Economical MS, LS & ENS 

[51] MH Economical PSO 

[5] 

 

VRPPD 

H Eco. and Env. CA 

[52] H Economical LNS 

[53] MH Environmental MA 

[54] H Economical IRA 

[55] H Economical LS & LNS 

[56] MH Economical TS, GA & SS 

[57] MH Economical ACO 
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● Abbreviations for solution approaches: Meta 
Heuristic (MH), Heuristic (H). 

● Abbreviations for objective function: Economical and 
Environmental (Eco. and Env.) 

● Abbreviations for algorithms: Harmony Search (HS), 
Iterative Local Search (ILS), Ant Colony 
Optimization (ACO), Local Neighborhood Search 
(LNS), Greedy Randomized Adaptive Search 
Procedure (GRASP), Tabu Search (TS), Variable 
Neighborhood Search (VNS), Local Search (LS), Fix-
and-Optimize Approach (FOA), Re-Optimization 
(RO), Block Nonlinear Gauss–Seidel Solution 
(BNGS), Genetic Algorithm (GA), Imperialist 
Competitive Algorithm (ICA), Adaptive Parallel 
Genetic Algorithm (APGA), Black Hole Optimization 
(BHO), Particle Swarm Optimization Algorithm 
(PSO), Simulated Annealing (SA), Adoptive Genetic 
Hill Climbing (AGHC), Memetic Search (MS), 
Extended Neighborhood Search (ENS), Continuum 
Approximation (CA), Incremental Rerouting 
Algorithm (IRA), Scatter Search (SS) 

 After analyzing the literature, 3 variants of CVRP 
were identified to solve pickup and delivery problems.  

● VRPPD: This variant most of the time considered as a 
homogeneous product and a vehicle in a route mixed 
with pickup and delivery packages from customers. In 
most of the VRPPD literature authors considered 
about a pick-up and delivery products on a same route 
without taking picked up products in to the depots for 
sorting. This process is referred to as short circuiting 
as well. 

● VRPSPD: This variant is considered the reverse flow 
of products or the return of products as picked up 
packages instead of considering collecting packages 
from merchants.  

● VRPB: This variant considered the products collected 
from merchants as pickups and the packages to be 
delivered to customers as deliveries. Visiting both 
pickup and delivery clients on same routes, routes 
must have at least one delivery package, pickups must 
be done after deliveries and all the pickups must be 
brought back to the depot were some of the common 
constraints considered when solving VRPB.  

When considering about the characteristics and the 
constraints considered for solving the 3 variants of CVRP, the 
constraints used in solving VRPB is much appealing to the 
current first-mile and last-mile operations of most of the e-
commerce service providers. Also [4] in their research study 
has mentioned that VRPB may be appealing, not only 
because shorter routes save money, but also that the distance 
savings will result in lower environmental effect.  

As in the Fig. 2., 3 types of solution approaches were used 
in the past literature to solve the variants of CVRP related to 
pickup and delivery problems. Those solution approaches 
were Exact, Heuristic and Meta Heuristic approaches. 
Because of the NP-hardness of CVRPs, most of the 
researches used heuristic and meta heuristic approaches to 
solve these types of problems. When the number of clients to 
be served is high or increasing, the solution space expands 
dramatically. In these instances, using approximation 

methods to solve the VRPB might be a viable alternative. 
Also, these approximation methods will simplify the 
complexity of search process through optimality conditions 
[25].   

 

Fig.  2.CVRP Variants, solution approaches and objectives 

 Finally, the variants of CVRP were classified 
according to the type of objective function as per the 
dimensions it covers as economic, environmental and both. 
Out of all the literature reviewed, most of the literature were 
with pure economic objectives. 5% of the literature focused 
on environmental objectives and 15% were with both 
economic and environmental objectives. To tackle the 
problems related to managing the cost of first-mile and last-
mile operations and to address the impact on the environment 
due to those operations, solving the problem with both 
economic and environmental objectives should be 
considered.  

Table II, below is a summary about a detailed 
classification of VRPB work reviewed within the time 2016-
2021. First column categorizes the past VRPB work 
according to whether they used mathematical models to solve 
the VRPB or not. If yes it is indicated with “√” and else with 
“×”. Second column indicates the solution approach of the 
VRPB. The third column indicates the type of the vehicle 
fleet considered as a constraint, whether it is heterogenous or 
homogeneous and the fifth column categorizes according to 
no of depots considered while the sixth column categorizes 
according to the product type.  

● Abbreviations for solution approaches: Meta 
Heuristic (MH), Heuristic (H). 

● Abbreviations for vehicle fleet: Heterogeneous (He), 
Homogeneous (Ho) 

● Abbreviations for depot: Single Depot (SD), Multi 
Depot (MD) 

● Abbreviations for product: Single Product (SP), Multi 
Product (MP) 

According to the above classification on VRPB, there is 
a lack of past literature which considered solving the VRPB 
with heterogenous fleet of vehicles, multiple product types, 
single depot and with both economic and environmental 
objectives using a heuristic approach. Also, most of the 
references in Table II were not considered any specific 
industry except [32] which is a case of construction 
equipment provider, [28] which was about retail industry, [4] 
and [40] which was about 3PL industry and [38] about forest 
industry related case study for solving VRPB. 
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[31]  

√ 

MH Economical He SD SP 

[23] × MH Economical Ho SD SP 

[25] × MH Eco. & 

Env. 

Ho MD SP 

[32] √ MH Economical Ho SD MP 

[33]  

√ 

E Economical He SD SP 

[34] √ MH Economical He SD SP 

[28] √ MH Economical He SD SP 

[4]  

× 

E Eco. & 

Env. 

Ho SD SP 

[29] √ H Economical Ho SD SP 

[35] × H Economical Ho MD MP 

[27] √ E Eco. & 

Env. 

He MD SP 

[36] √ H Economical Ho SD SP 

[37] × H Economical He SD SP 

[30] √ E Economical Ho SD SP 

[38] √ MH Economical He SD SP 

[39] √ H Economical Ho SD SP 

[40] √ MH Economical He SD SP 

 

V. CONCLUSIONS  

Combining first-mile pickup and last-mile delivery is an 
effective and efficient method for e-commerce service 
providers to minimize the cost of operations and as well to 
the impact on the environment due to increase of first-mile 
and last-mile delivery complexities with the rapid growth of 
e-commerce industry. In the past, pick-up and delivery issues 
have been explored in the literature, with different 
approaches taken into account. Three CVRP variants which 
employed to solve pickup and delivery problems were 
identified through the review of this literature. These 3 
variants include VRPPD, VRPSPD and VRPB. In most 
situations, VRPPD is considered for homogenous products, 
and it considers delivering packages to consumers within the 
same region as merchants, so that picked-up packages were 
not transferred to depots. Because most e-commerce service 
providers offer various product kinds for their clients, large 
e-commerce service providers should consider multiple 
product types when optimizing their logistic operations. Also, 
the package sortation process is an important operation when 
dealing with multiple product types. So future research 
perspectives can be identified to consider multiple product 
types and package sortation process for solving VRPPD in e-
commerce industry. VRPSPD is another variant of CVRP 
where it considered returned packages as pickup requests. 
Therefore, VRPSPD were formulated for solving problems 
related the reverse flow of packages and last-mile deliveries. 
Collection of packages from merchants is not taken as 
pickups in VRPSPD variant. In VRPB variant, it considered 

pickup of packages from merchants and bringing them to the 
depots on the way back after completing last-mile delivery 
operations. Also, there were few studies which incorporated 
multiple product types or heterogeneous fleet of vehicles as a 
constraint when solving VRPB. So, out of these 3 variants 
constraints and features of VRPB are much appealing for 
optimizing the current e-commerce related pickup and 
delivery operations. Furthermore, this research reveals that 
there is still opportunity for some gaps to be filled. 

● No study has yet considered solving the VRPB 
focusing on e-commerce industry or with the 
combination of constraints including heterogenous 
fleet of vehicles and multiple product types with 
different capacities in one model.  

● When it comes to tackling VRPB, no research 
considered including failed deliveries and returned 
items in their models. It would be more realistic to 
explore incorporating these factors into VRPB 
models that are already in use. 

● Despite the fact that the VRPB is typically treated as 
a cost reduction problem, some research has already 
extended the problem to incorporate environmental 
objectives. It is also better if it can incorporate social 
objectives as well because the sustainability of 
logistic operations depends on all economic, 
environmental and social aspects.  

The analysis also revealed that when solving models 
associated to pickup and delivery problems, the majority of 
the publications employed approximation methods such as 
meta-heuristics and heuristics. As a result, the paper 
concludes that there is a gap to address the issue of 
developing a model to optimize the distribution of an e-
commerce service provider by combining first-mile pickup 
and last-mile delivery while considering a heterogeneous 
fleet of vehicles and multiple product types as constraints 
using an approximation algorithm to solve the VRPB.  
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