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Message from the Vice Chancellor of University of Kelaniya 

It is with great pleasure that I write this message for ICACT-
2021, the 6th International Conference on Advances in Computing and 
Technology, organized by our University’s Faculty of Computing & 
Technology.  

I am informed that this year’s conference, which is based on 
the theme “Defining the role of technology for economic development 
of a country”, will involve several firsts. A Faculty Research 
Symposium that marks the graduation of the very first batch of 

students from the Faculty will help them to move into an international level. Another first is the 
Pitch 90 program that involves an official collaboration with the Ministry of Education, to reach 
school children studying in the Technology Stream for the GCE Advanced Level examination, which 
is meant to encourage them to work on technical solutions to problems in their own communities.  

The international conference remains the main event, however, providing a forum for the 
presentation of the 40 best manuscripts submitted to the conference. Over the last year, we have all 
discovered that online conferences offer a great platform for the dissemination of knowledge, not 
just in times of travel restrictions and lockdowns, but even at other times, because it enables us to 
do away with a lot of tedious travel and communicate much more directly with each other.  

I congratulate the organizing committee for putting together a conference programme that 
brings so many different stakeholders together to share their ideas and present their findings, at a 
time when technology has never been more important in getting our economy out of the dire straits 
that we face, both nationally and internationally. I am sure that the Organizing Committee has put 
in a lot of effort into organizing the different events that form part of this year’s conference, and 
thank all of them most sincerely for their hard work.  

Finally, I would like to take this opportunity to wish all the participants of ICACT 2021 
fruitful deliberations!  

Senior Professor Nilanthi de Silva 
MBBS (Colombo), MSc (London), MD (Colombo) 

Senior Professor of Parasitology and Vice Chancellor 
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Message from the Dean of the Faculty of Computing and Technology 

It is an honor to write this message for the International Conference on 
Advances in Computing and Technology 2021 (ICACT 2021) as the Dean of 
the Faculty of Computing and Technology, University of Kelaniya, Sri Lanka. 
Technology invades our day to day lives. The Covid-19 pandemic has catalyzed 
the adoption of technology into day-to-day activities of the citizens around the 
Globe. A special attention should be given to the technology-based food supply 
chain, health, and education of every citizen. This is an opportunity for 
innovations with lot of challenges which need to be discussed and argued 
enough to ensure the health and safety of individuals, and to identify the social 
and cultural impact. The opportunities come infrequently with challenge. It is 

the duty of the research and development community to identify the opportunities immediately and 
grab them for innovations for the betterment of each member of the society. I am sure that ICACT 
2021 has opened a wide discussion forum for the researchers and other stakeholders from different 
geographical locations to meet virtually and have a fruitful discussion in line with the conference 
theme “Defining the role of Technology for Economic Development of a Country”. I am also sure 
that the keynote speakers will provide the insight into the theme of the conference ICACT 2021 and 
set the stage for the three conference tracks of the ICACT2021.  

The three additions to the ICACT 2021: The Faculty Research Symposium, Pitch 90 and 
Workshop target the postgraduate, undergraduate and school student communities. These open 
room for student community to listen to and work with experts in the respective fields and learn. 
We believe that these new additions will have a significant impact on student research development 
work. Hope that ICACT 2021 will help the faculty to produce right human resources for the socio-
economic development of the county by producing at right time.  

I take this opportunity to wish all the best for all the presenters and the researchers. 

Dr. Gamini Wijayarathna 
DrEng (Electro-Communications, Japan) 

MEng (Electro-Communications, Japan), BSc (Kelaniya, Sri Lanka) 
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process (e.g., moments of confusion, boredom, delight), as well as aspects about the multi-user 
interactions (e.g., joint attention).  Data Science & analytics during gaze-based interactions will be 
useful in investigating the search as a learning process and to employ these sensory data as 
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Convolutional Neural Network for Classification and Value 

Estimation of Selected Gemstones in Sri Lanka 

 
 

  

 

Abstract— Gemstone classification and value 
estimation are considered to be tedious tasks encountered 
in the gem industry all over the world. This happens due 
to colour variations found in the same gem type which is 
often difficult to detect with the naked eye. This paper 
presents a machine learning approach to automatically 
classify the gem type by using an image and also to 
estimate the value of the stone using a few measurements. 
The proposed technique uses a microscopic image of a 
gemstone which is taken using a gemological microscope. 
A Convolutional Neural Network (CNN) is trained to 
classify gem type while features such as type, colour 
palette, shape and weight are used to estimate the value of 
the. This work creates a system that is capable of 
classifying and estimating the value of four types of 
gemstones, namely, Blue Sapphire, Yellow Sapphire, 
Amethyst and Cat’s eye.  The results indicate that the 
proposed technique managed to classify the gemstones 
with the highest accuracy of 87% for yellow sapphires 
and 77% for blue sapphires. The yellow sapphires 
produced the highest accuracy in colour categorization 
which can be attributed to the high contrast of the images 
available. As such, it can be concluded that the quality of 
the original image is important in correctly identifying 
the exact colour of a gemstone. 

Keywords - Gem classification, gem value estimation, 
artificial intelligence, machine learning 

 

I. INTRODUCTION 
The gem industry in Sri Lanka is reported to be existent for 

over 2500 years consisting of about thirty popular and rare 
gem stones [1]. Over the past decades, only people who have 
gathered sufficient experience from their generations in this 
industry can categorize and make a valuation by examining 
the gem using the naked eye and a few tools and therefore,the 
value of a gem is highly dependent on the person who 
examines the stone and often varies by a substantial margin 
when valuations are made by different persons. The National 

Gem and Jewelry Authority [2] is a state institute in Sri Lanka 
that provides a credible valuation for a gem and clients from 
other countries depend on this entity to obtain the correct 
value of a gem. 

While some gemstones such as blue sapphires, pink 
sapphires, yellow sapphires, ruby, spinel and chrysoberyl 
show extreme colour variations from each other, gemstones 
such as blue sapphires, blue spinels, tanzanites and 
aquamarines show minor variations of the same colour. As 
shown in Fig. 1, the blue sapphires have about seven colour 
categories [3]. This problem of varying valuations can be 
eliminated by modern technology and automated tools that 
utilizes machine learning techniques to classify and make a 
valuation for a particular gemstone. 

 

II. RECENT WORK 
A labeling technique for amber gemstones have been 

suggested where image processing and machine learning are 
used for identification [4]. Amber pieces are identified and 
labeled to one of 30 colour classes or one of 20 geometric 
shape classes. Experimental results have shown that the 
technique is effective for inorganic shape classification within 
a selected geometric shape seven if there is high ambiguity 
between organic shapes. 

A method is presented for detecting synthetic gemstones 
using image processing where the gemstone is illuminated 
using a laser beam to produce a reflection/refraction pattern 
on a screen [5]. Then, an image of the reflection pattern is 
captured to determine the plurality of white spots. Further, the 
coordinates of these white spots are used to determine whether 
the gemstone is synthetic or not. 

A study is carried out to identify three types of gemstone, 
namely, ruby, sapphire and emerald using the HSV colour 
space, image processing techniques and an Artificial Neural 
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Network (ANN) based backpropagation algorithm that learns 
by examples [6]. 

A machine vision system is developed to automate grading 
of opals, referred to as gemological digital analyzer (GDA) 
which analyzes the opal images to extract a summary of the 
flash, body tone, and other characteristics to automatically 
classify the opal into one of several opal classes [7]. The 
experimental results have shown that the opals in the training 
set could be classified with over a 90% correct classification 
rate. 

An invention to automate gem evaluation and reporting is 
presented that uses predefined criteria for the estimation [8]. 
The relationship between the selling price of diamonds and 
their weight in carat is investigated by collecting more than 
100,000 certified data about diamonds from the site: 
www.infodiamond.com [9].  

To estimate the correct value of a gem, we mostly consider 
the category, colour, clarity, cut, carat, rarity and weight [10]. 
However, as of today, only a few experiments have been 
carried out in the gem industry in Sri Lanka for gemstone 
identification and value estimation. The research presented in 
this paper proposes a method to identify, categorize the colour 
and subsequently, compute a value for a given gemstone. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

III. METHODOLOGY 
 

Although Sri Lanka has approximately twenty gem types, 
it is difficult to obtain high-resolution images of good quality 
stones.The scope of this research is limited to identifying only 
four types of gem types, which are, Amethyst, Blue Sapphire, 
Cat's eye and Yellow Sapphire as depicted in Table I. The 
most tedious task of this research is to collect a data set that 
can effectively be used to train the neural network models. The 
microscopic images, often given with a verification issued to 
clients who wish to purchase the stones, were collected from 
the National Gem and Jewelry Authority of Sri Lanka. This 
image data is used to obtain accurate information about the 
colour, shape, weight and price of each stone. 

Fig. 2 shows different colour palettes attributed to each 
gem type. In this study,  the images are separated into three 
colour palettes as dark, middle and light.  

The flow chart in Fig. 3 provides the stages involved in 
training CNN and the regression model using Python 
programming and Keras libraries.  Some researchers have 
performed color categorization of the amber gemstone using 
pruned decision tree classifier in which the mean, standard 
deviation, kurtosis, and skewness are calculated on amber 
pixels from grayscale and HSV color spaces were selected for 
the classification [20]. This technique requires a pipeline of 
routines starting from pre-processing and subsequent 
morphological operations to extract features of interest and as 
such, the final output is heavily biased towards image 
processing algorithms used in the said sub-tasks resulting in 
an overall accuracy of about 72%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
Fig. 1: Color variations of blue colour gems (top) and blue sapphire (bottom) 
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The following steps are used to train the CNN model11 
given in Fig. 4 to obtain four classes of gemstones. 

i. Images having a 2D resolution of  64x64 are used for
training.

ii. Applied MaxPoolingwith a pool size of (2,2).

iii. Applied fully connected layer of 128 neurons and
activation Relu (Rectified Linear Unit)

iv. Applied another fully connected layer of 4 neurons
and activation Softmax.

v. Applied image augmentation methods with (shear,
zoom and scale).

vi. Trained the model for 250 epochs.

Table 1. Four types of gemstones and the collected sample size of each. 

After the images are classified into 4 classes, it is required 
to perform colour categorization for each class to determine 
whether each image belongs to dark, mid or light colour. The 
following steps are used to train the CNN model [12] as in Fig. 
5 for colour categorization: 

i. Images having a 2D resolution of 64x64 are used
for training.

ii. Applied MaxPooling with a pool size of (2,2).

iii. Applied fully connected layer of 128 neurons and
activation Relu.

iv. Applied another fully connected layer of 3
neurons and activation Softmax.

v. Applied image augmentation method with (shear,
zoom and scale).

vi. Trained the model for 250 epochs.

Class Image Gem name # of images 

1 
Amethyst 82 

2 
Blue Sapphire 85 

3 
Cat’s eye 65 

4 
Yellow Sapphire 

80 

Fig. 2: Classified colour palette of gem types 

Fig. 3. Flow chart of training the neural network used to train the model. 

Fig. 4. CNN model structure for gem classification into four classes 
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To estimate the value, the type, shape, colour category and 
the weight of the gem are considered as inputs to the data pre-
processor that uses Min-MaxScaler and Label encoder. Using 
a quarter of the data randomly for testing, the regression 
model with one hidden layer of 128 neurons and ReLU 
activation function is used for the inputs while the output 
layer is made up of 1 neuron and ReLU activation function 
[13]. As our task is a multiclass classification problem, we 
used a confusion matrix to determine incorrect classifications 
[14]. 

IV. RESULTS AND DISCUSSION 
A confusion matrix, as shown in Table II, is used to 

measure the performance of the classification model where the 
actual and predicated colour variation is indicated. In this 
study, a quarter of the dataset is randomly used for testing the 
model for 993 epochs. A confusion matrix is specifically used 
as the output may fall into several classes.  As seen in Table 
II, gemstones with dark colour texture managed to come up 
somewhat closer to the predicted values. 

The 30% testing dataset was selected randomly before 
starting the training. The accuracy of colour categorization in 
each of the four gemstone types is given in Table III. It is 
observed variations in accuracy over different gem types. The 
highest accuracy is exhibited for yellow sapphires while the 
blue sapphires exhibit the lowest. This can be attributed to the 
high contrast of the images available for yellow sapphires than 
others. The cat’s eye gemstone too is uniquely identifiable 
from its sparkling spot and thus, produced a similar accuracy 
in colour categorization to the yellow sapphire. 

The main objective of this study is to identify gem type 
and estimate the value. Related works on this study were not 
found for gemstones, especially for colour classification in 
yellow and blue sapphires. Our machine learning approach 
yielded good results in colour categorization of amethyst, 
blue and yellow sapphires while an accuracy of 77% was 
obtained for the cat’s eye. 

 

 

Table 2. Confusion matrix of gem categorization based on color (n indicates 
sample size). 

 

 

Table 3. Accuracy of color categorization in four gem types. 

 
 

 

Gem type 

Colour 

variation 

(actual) 

 

Colour 

variation (Predicated) 

Dark Middle Light 

Blue sapphire 

(n = 30) 

Dark 6 2 0 

Middle 0 10 1 

Light 0 2 9 

Cat’s eye  

(n = 22) 

Dark 3 1 1 

Middle 2 3 1 

Light 0 0 11 

Yellow sapphire (n 

= 44) 

Dark 13 0 0 

Middle 0 24 0 

Light 0 0 17 

Amethyst  

(n = 30) 

Dark 9 0 0 

Middle 0 6 4 

Light 0 0 11 

Gem type 
Accuracy of colour 

categorization 

Amethyst  80% 

Blue sapphire 77% 

Cat’s eye  86% 

Yellow sapphire  87% 

 
 

 
Fig. 5. CNN model structure for gem categorization into three colours. 
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As gemstones are often transparent, human experts use 
color coverage, brilliance and dispersion to make an accurate 
evaluation and color categorization [15]. As there is no clear 
standard to obtain a valuation, certain gemstones are heat-
treated to obtain color variations. Such treatment requires 
expertise knowledge in advance so that proper parameters can 
be set before heating because even a small error can make a 
yellow sapphire turn orange making it a raw stone that does 
not have any value. Availability of such precise treatment 
methods can be the reason for obtaining higher accuracy in 
colour categorization for yellow sapphires [16]. 

Colors of blue and yellow gemstones can also be 
evaluated by using fluorescence spectroscopy [17]. Using 
short and long pass filters, the gemstones can be screened for 
color categorization in both treated and un-treated stones. 
However, as spectroscopy results in color-bias, it is difficult 
to make a general identification rate for each gemstone type 
other than simply stating identification rates for individual 
colors for each gemstone. Also, Cat's eye and Amethyst 
gemstone types do not respond to fluorescence spectroscopy 
to produce a color separation resulting in less than 30% 
accuracy for classification.  

Reflectance spectroscopy, coupled with an artificial 
neural network (ANN), can also be used for the identification 
of certain types of gemstones [18,19]. The reflectance 
spectral information of a gemstone can be fed into an ANN 
during the training stage. An inherent limitation of using such 
spectroscopy-based methods is that identification of gems of 
the same type, whether natural or synthetic, is not effective 
thus producing poor results. For instance, the yellow and blue 
sapphire exhibit several shades of the primary color and in 
such cases, using the reflectance spectroscopy will not 
guarantee an accurate result in the classification process. 

The blue sapphires are produced across the world in a 
variety of colour saturations. The actual color of a natural 
blue sapphire is so complex that even with a human expert 
with considerable experience, classification tends to be a 
tedious task [21].  

While a majority of blue sapphires produced, show a very 
dark colour that hides the actual radiant nature of the stone, 
the Sri Lankan blue sapphires exhibit bright colour due to 
their low iron content. The high iron content of the blue 
sapphires can result in low accuracy in colour categorization 
in the experiments. A previous study had used K-means 
algorithm for color categorization of blue sapphires 
producing accuracies of 98.4%, 97.9%, 97.8 %, 98.7 % and 
99.0%, respectively of blue, cyan, light blue, dark blue, and 
gray blue. However, it does not produce an overall color 
categorization for the blue gemstone [22]. 

As our machine learning technique utilizes the colour 
pixel values of the images, images with low contrast 
produced lower accuracy in colour categorization. As such, 
the requirement to have high contrast images to obtain high 

accuracy results is a limitation of the proposed methodology. 
Further, the biggest obstacle that was encountered during the 
research is collecting approximately 300 high-resolution 
images of gems. As images of all the colour pallets of each 
gem are not available, the gem colours are divided into three 
categories as dark, medium and light using expert knowledge. 

V. CONCLUSION 
To arrive at an approximate estimate of a gemstone, an 

appraiser would manually review and analyze each gemstone 
separately and generate a report indicating the value. As this 
process is time-consuming, the proposed technique allows us 
to automate this task of estimating the value using a machine 
learning approach. Although there are more than seventy 
varieties of gems in Sri Lanka, approximately twenty types of 
stones are found commonly in the industry. For experiments 
conducted in this paper, only four gem types are considered 
which are widely available in the local industry. The quality 
of the original image is important in correctly identifying the 
exact colour of a gemstone. Extending the present research for 
the identification and value estimation of other gem types is 
possible with a large number of data sets having good quality 
images. 
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Database Management System Deployment on Docker 
Containerization for Distributed Systems

Abstract—Containerization is a novel technology that 
brings an alternative for virtualization. Due to the most 
infrastructure-based features, most computer system 
administration engineers use Docker as the 
infrastructure level platform. On the Docker 
containers, any such kind of software service can be 
deployed. This study aims to evaluate Docker container 
based relational database management system 
container behavior. Currently, most scholarly research 
articles are existing for the database engine 
performance evaluation under different metrics and 
measurements of the database management systems.  
Therefore, without repeating them: this study evaluated 
the data storage mechanisms, security approaches, 
container resource usages and container features on the 
launching mechanism. According to the observed 
features and factors on the containerized database 
management systems, containerized database 
management systems are presenting more value-added 
features. Hence containerized database management 
system Docker containers can be recommended for the 
distributed computer systems for getting the benefit of 
effectiveness and efficiency.   

Keywords - containers, database management systems, 
distributed Systems, Docker, MySQL, PostgreSQL 

I. INTRODUCTION 
Virtualization is an old concept that provides on premise 

or cloud-based virtual machines to deploy any such software 
applications or system services. Virtual machines provide 
the facility to optimize the host server capacity by launching 
multiple different operating systems. Virtualization carries 
additional overhead since one virtual machine consists of a 
fully installed operating system.  To optimize the whole  

 

virtual machine process, reduce the virtual machine weight 
and enhance the infrastructure performances: an alternative 
technology called container virtualization arrived.   

Within the containerization, containers allow to deploy 
and run software applications and services without using or 
creating separate virtual machines. By sharing the host 
computer operating system kernel, separated multiple 
containers are executing on the infrastructure.  To execute 
any software application or service, all necessary software 
dependencies, libraries and binaries are packaged into each 
container [1].  

For the secure execution of the containers, basic Linux 
features are used for the containers. Those are cgroups, 
chroot and namespaces. Since containers are not using full 
operating system instances, containers require less CPU, 
memory and storage capacity according to the fundamental 
theory of container virtualization [1]. Fig. 1 presents the 
container architecture as a graphical notation.  

Fully packaged independent containers are running on 
own container engine.  Each container consists of its own 
independent subsystem for the file system, memory and 
network. The container engine is the component that has the 
authority to manage containers. Containers of the same 
container engine share the same host operating system. 
Therefore, the infrastructure supports launching a massive 
number of containers on a single operating system [2]. 
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Within the practitioner of containerization, various 
container management technologies are available. Docker, 
Rkt and Linux containers are a few container management 
technologies [1]. Among them, Docker is the most trending 
and most popular container management technology [3]. 
According to the official Docker documentation, currently, 
eleven million developers are engaged with Docker and 
thirteen billion of Docker images have been downloaded 
[4]. Database Management Systems are the specific 
software packages that provide the dedicated technology 
and facility to store and retrieve data in efficiently and 
appropriately [5]. A Database Management System stores 
data in a most prominent way to retrieve, manipulate, 
manage and produce information.   

 
 

 

 

 

 

 

 

 

Fig. 1: Container architecture [2] 

Relational Database Management Systems (RDBMS) 
are a specific database management system specification, 
which are based on the relational model and Structured 
Query Language (SQL). Most modern database systems are 
RDBMSs. MySQL, PostgreSQL, IBM DB2, MS SQL 
Server and Oracle are the best examples for the RDBMSs 
[6].  

Within the existing research studies, the authors have 
evaluated the database management systems by considering 
the taken time to particular SQL queries and response time 
in commonly. 

Currently, there is a trend to shift software services and 
applications to the container-native methodology. Hence 
database management systems are also shifting to the 
containers. There are a lot of scholarly research articles to 
evaluate and measure the performances of databases and 
database management systems. Therefore, this research 
activity was aimed to do an experimental study on the 
database management system deploying infrastructures for 
the distributed systems.   

The overall research study provides answers to the 
below research questions. 

RQ1: How to mechanize the Docker based Database 
Management Systems to have a persistence data storage 
approach?  

RQ2: What kind of container-based infrastructure level 
security approaches can be applied to the Docker based 
Database Management Systems?  

RQ3: How are the container resource usage and 
utilization from the host computer infrastructure for 
Database engine activities?   

RQ4: What are the differences among manually 
deployed Database Management System containers over 
ready-made Docker image approaches?  

II. METHODOLOGY 
For the study, the experimental platform was launched 

on a cloud-based Linux environment. To launch the Docker 
service, an Ubuntu computer host was used.  Canonical 
Ubuntu 18.04 operating system was used for the host 
computer infrastructure. Host computer-based architecture 
was GNU/Linux 4.15.0-112-generic x86_64.  As well, the 
host computer was with two virtual CPUs, 15 GB internal 
memory and 1 Gbps network bandwidth. An external block 
volume was attached to the host computer. The directory 
path of the host computer: /home/$user was mounted to the 
block volume. 

On the above-mentioned host computer, the Docker 
platform was launched. The launched Docker 
configurations are mentioned in table 1. (Within table 1, 
these abbreviations are used for the easiness of the 
representation: API = Application Programming Interface, 
OS = Operating System)  

It presents the Docker version, Docker API version 
supporting based operating system architecture.  
Table 1: Configured Docker details 

Option Detail for configuration 
 

Client: Docker Engine - Community 

Version 19.03.9 

API version 1.40 

OS/Architecture Linux/amd64 

Server: Docker Engine - Community 

Version 19.03.9 

API version 1.40 

OS/Architecture Linux/amd64 

Within the above Docker platform, two internal Docker 
networks were established using the bridge drivers. One 
network (N1) was with 172.17.0.0/16 as the subnet and 
172.17.0.1 as the gateway. The second network (N2) was 
with 172.22.0.0/16 as the subnet and 172.22.0.1 as the 
gateway. For the experiment study, two RDBMSs were 
used: MySQL and PostgreSQL. Those two RDBMSs were 
launched on two separate Ubuntu bionic Docker containers 
within the above mentioned two Docker networks. Table 2 
presents the infrastructure details for the distributed 
RDBMS Docker farm. The term IP was abbreviated for the 
internet protocol. 
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Table 2: Docker container details  

Container 
 

Network 
 

Container 
IP 

Container 
port 

 
Host port 

MySQL 
conatiner 

N1 172.17.0.2 3306 3300 

PostgreSQL 
container N2 172.22.0.2 5432 5400 

 

For the experimental study, MySQL version 5.7.30 and 
PostgreSQL version 12.6 was used. For the MySQL 
RDBMS, a database with 24 tables was used. For the 
PostgreSQL RDBMS, a database with 30 tables was used.  

For each container, the specific data and file paths were 
mounted to the path, /var/lib/docker/volumes on the host 
computer. By default, MySQL and PostgreSQL RDBMSs 
are serving through the port 3306 and 5432. Within the 
experimented approach, each port was mapped to 3300 and 
5400 respectively for the host ports. By performing data 
retrieval operations on the RDBMSs, the host container 
resource usage and utilization was evaluated. To launch 
each RDBMS Docker container, two approaches were 
followed. Each approach is defined below, and each 
approach was evaluated with their behaviors.  

Approach 1: Launch Ubuntu bionic Docker container 
and install the respective RDBMS service (Used as the main 
approach for the study) 

Approach 2: Launch RDMS Docker container using 
Docker images/templates.  

III. RESULTS AND DISCUSSION 
After launching the experimental platform with the 

RDBMS Docker containers, specific operations and 
analyzing the proposed disturbed mechanism, was 
performed. 

A. Persistence data storage/archiving  
The Docker container-based platform was launched on 

a host computer infrastructure. To keep a more data 
persistence, the main directory path of the Docker 
(/var/lib/docker/) was linked to the path, /home/$user (to 
the block volume path) of the host computer infrastructure. 
Hence, specific objects and configurations of the Docker 
could be attached to the block volume. Those very specific 
Docker objects and configurations were container, images, 
volumes, network, Docker swarm, plugins, temporary files, 
etc. Therefore, as the primary mechanism, the whole Docker 
based infrastructure was with persistence data storage 
mechanism.  

Furthermore, to keep a persistence data storage and 
archiving approach for each container separately, data 
volumes were mounted to each container. For the MySQL 
RDBMS Docker container, the paths /var/lib/ and /var/log/ 
are carried more specific data and configurations for the 
database engine. Hence those two directory paths were 
mounted to Docker data volumes. To mount those two 
paths, two different approaches were used, and those two 
approaches are defined below.  

• Both /var/lib/ and /var/log/ directory paths were 
mounted to one Docker data volume.   

• For /var/lib/ and /var/log/ data directory paths were 
mounted two separate Docker data volumes.   

Between above two approaches, mounting two Docker 
data volumes was more strategic since if a Docker volume 
crashed, it does not affect the rest of Docker data volume. 

Same as above, for the PostgreSQL RDBMS Docker 
container, the data directory path, /var/lib/postgresql/ was 
identified as carrying most key data and configurations of 
the service. Hence, the identified directory path was 
mounted to a Docker data volume.   

After making a stable database management system on 
two Docker containers, two Docker containers were crashed 
by stopping the containers and jamming with installing 
different unwanted packages and dependencies. Thereafter, 
respective data volumes were re-attached for the new 
Docker containers which carry the RDBMS service. Then 
without losing any data or configurations, the new Docker 
container was restored to previous data and configurations.  

Without detaching the previously attached Docker data 
volumes from containers, attachments for new Docker 
containers were possible. But assignment of the previous 
host port to the new Docker container’s host port was not 
possible even if the previous container was stopped on the 
Docker engine.  Therefore, essentially, previous container 
needed to be removed to assign the host port for the new 
Docker container same as the previous container.  

Those all-mounted Docker data volumes were directly 
linked with host computer infrastructure. Hence any file or 
directory of those data paths, could be faced for any such 
operation on the file system (copy/rename/delete/move).  

B. Secured approchess for the infrastructure 
For the experimental setup, each container port was 

mapped for a host port. For the MySQL RDBMS Docker 
container perspectival: 0.0.0.0:3306  3300/tcp and for the 
PostgreSQL RDBMS Docker container perspectival: 
0.0.0.0:5432  5400/tcp was applied as the port mapping. 
As a usual practice, attacks or vulnerabilities are looking for 
default ports of any services. Hence by mapping each 
service port (same as container port in this case) was 
mapped to arbitrary port value. Hence guessing port values 
are not possible for this case and the proposed approach is 
bringing a valuable security concern for the infrastructure.   

As well, the default service port of each container was 
changed for arbitrary values by changing the service 
installation configurations at the next stage. Then newly 
assigned ports were mapped for a new set of host ports.   
Therefore, default port values are not available for any of 
the layers. Hence, guessing port values from an external 
person or device was mitigated. 

Both RDBMS Docker containers are in two isolated 
Docker networks. By using static network address 
translation (NAT) for each multiple private IP addresses of 
the containers, all inward and outward traffic was handled 
in a more securely. Without exposing the container IP 
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address to the outside world, the public IP address of the 
host computer was exposed to the outside world. Therefore, 
without translating the container IP addresses to the external 
IP addresses, internal IP addresses could not be routed to the 
external world. Furthermore, the NAT mechanism was 
assured that all outbound traffic is from valid and known 
external IP addresses.  Therefore, the approach helps to 
enhance the infrastructure security, all incoming and 
outgoing requests go through a translation process. The 
process ensures to qualify and/or authenticate all incoming 
traffic.  

As described in section III.A, the main data and file 
directory of Docker was linked to the path: /home/$user. 
That directory path was privileged only for the super user. 
Therefore, without any command or operations could not be 
done for that directory path without super user credentials. 
Hence that ensures the security of the approach. 

C. Container resource usage & utilization  
To measure and evaluate the internal resource 

consumption of each RDBMS Docker container from the 
host computer infrastructure, main resource metrics were 
measured for the idle state and data operating states.   

Table 3 presents primary details of each Docker 
container and resource usage from the host computer 
infrastructure. For the ease of documentation purposes, 
below abbreviations were used for table 3.  [ Container ID 
= the unique identifier or the Docker container within the 
launched Docker platform, Name = assigned container 
name, CPU% = the percentage of the container consuming 
CPU from the host computer, Memory% = the percentage 
of the container consuming memory from the host 
computer, MEM_Usage/Limit = total memory which is 
used by the container and the allowed total memory to use, 
NET I/O = the overall amount of the data which the 
container has sent and received over the network interface 
and PIDs = created the total amount of the processors or 
threads by the container ][7]. 

 
Table 3: Container resource usage and utilization 

Container 
measurement 

Measurement value of each container 

MySQL container PostgreSQL 
container 

Container ID c35b95254633 db7f7cee8390 

Name MySQL Container  PGSQL Container 
CPU% (for idle 

states) 0.25% 0.38% 

Memory% 0.07% 0.15% 

MEM_Usage/Limit 10.51MiB / 
14.68GiB 

21.85MiB / 
14.68GiB 

NET I/O 12.9GB / 2.23GB 98.8GB / 5.85GB 

PIDs 50 8 

 

The table 4 presents how the container host computer 
infrastructure is behaving for host resources while running 
Docker engine and other embedded services.  

 

Table 4: Host computer resource usage for container host 

Host computer 
measurement 

Measurement value of single host 
computer  

CPU% (for idle states) 0.9% 

Memory% 0.4% 

PIDs 197 

 

For further evaluation purposes, the same MySQL and 
PostgreSQL RDBMS services were launched on a separate 
computer instance. For that computer instance was with the 
same configurations of the Docker hosted computer 
infrastructure. As well, the same databases were used for the 
computer instance-oriented study.  This case was named as 
the β case. The table 5 presents the measurement values for 
the computer host for the β case for the idle state of the 
RDBMSs. 
Table 5: Host computer resource usage for case β 

Host computer 
measurement 

Measurement value of single host 
computer  

CPU% (for idle states) 2.1% 

Memory% 2.7% 

PIDs 124 

 

According to table 4 and table 5, Docker host computer 
infrastructure is consuming lower resource usage from the 
host computer. However, when compared with Docker host 
and case β host, slightly lower usage is for Docker host.  

D. Docker conatiner expanding & shrinking  
Docker containers are running by using minimal 

resources from the host computer infrastructure. For any 
such kind of heavy processes, Docker containers consume 
higher resources from the host computer infrastructure.  
Within the experimental study, for data retrieve operations, 
container expanding and shrinking was visualized. 

For the MySQL RDBMS container, four hundred forty-
eight thousand data records were retrieved. The fig. 2 
presents CPU usage: before data retrieval, while data 
retrieving and after retrieving the data.  

In the fig. 2, the x-axis presents the time in the GMT 
+5.30-time zone and the y-axis presents the CPU usage as 
the percentage.  
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Fig. 2: CPU usage for data retrieving for MySQL container  

Up to the peak point of the graph (20:54:56), the 
container was expanded for the operation of data retrieval. 
After generating the results, the container was shrunken.  

For the PostgreSQL RDBMS container, three hundred 
thousand data records were retrieved. The fig. 3 presents the 
CPU usage: before data retrieval, while data retrieving and 
after retrieving the data for the PostgreSQL Docker 
container.  

In fig. 3, the x-axis presents the time in the GMT +5.30-
time zone and the y-axis presents the CPU usage as the 
percentage.  

Up to the peak point of the graph (21:57:43), the 
container was expanded for the operation of data retrieval. 
After generating the results, the container was shrunk the 
same as for the MySQL Docker container.  

 

Fig. 3: CPU usage for data retrieving for PostgreSQL container 

According to the fig. 2 and fig. 3, the two graphs are with 
few differences due to the internal architectural differences 
of database management engines. 

Most scholarly articles were presented that the Docker 
containers are shrinking and expanding while shipping and 
operating on the container engine. Hence above graphical 
representation of the container expanding and shrinking are 
the most theoretical proof of the container stretching feature.  

E. Feature differentiate between Approach 1 & 2  
Within the experimental evaluation, to launch the 

RDBMS Docker container, two approaches were applied. 
Those are presented in Approach 1 and Approach 2 under 

section II. The table 6 presents the feature to differentiate 
between the launched container approaches for the 
Approach 1 & 2.  
Table 6: Feature difference between approach 1 & 2 

Approach 1 Approach 2  

Difficult to lauch  Easy to launch  

Easy to cutomize the installation  Customized installation is 
difficult 

Need to install external 
dependencis 

No need to install external 
dependencies 

IV. CONCLUSION 
Docker containers are high trending computer 

infrastructure technology. To launch any software service or 
application is possible on the Docker based infrastructure. 
After launching the Docker engine on the Ubuntu host 
computer, MySQL and PostgreSQL RDBMS Docker 
containers were launched within two networks separately to 
obtain answers to the pre-defined research questions.    

The experimental platform was with host computer 
perspective, Docker engine perspective and container 
perspectival different data storage mechanisms. Those are 
with mounting block volumes for the host computer and 
Docker data volumes for Docker containers. Therefore, 
those aspects are answered for the RQ1. The experimented 
setup was with different secured approaches for ports, 
network and data directory perspectival. Therefore, it 
denotes that, the established platform is with more secured 
approach. Hence those are answered for the RQ2.  

For the Docker container perspectival, those containers 
used only limited and minimal resources from the host 
computer infrastructure. As well, only for the higher 
operations, the containers expanded and other idle states, 
containers were shrunken. Therefore, those are answered for 
the RQ3. To deploy service on Docker, image usage or 
deploying the service from scratch on an operating system 
container are possible. Most of the pros and cons are 
available for both mechanisms and those are answered for 
the RQ4.  

Docker containers are currently used mostly for testing 
and deployment of software applications. But today the 
world is moving with data science, image processing, 
artificial intelligence, Internet of Things and etc. for 
containerization. Therefore, containers will play a major 
role in the Information Technology era.  
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Hybrid Movie Recommendation System 

 

  

 

 

         Abstract- Movie recommendations play a great part 
in the aspects of our social life. Such a system allows users 
to recommend a group of films based on their interests or 
the popularity of the movies. This research was conducted 
to study different approaches to movie recommendation 
and discusses a hybrid approach that combines a content-
based filter, a collaborative-memory-based      filter, and 
a collaborative-model-based filter. The proposed system 
aims to reduce the issues with existing movie 
recommendation systems by enhancing performance. The 
content-based filter is based on a TF-IDF classifier with 
cosine similarity. The collaborative-memory-based filter 
is based on truncated SVD with Pearson correlation. A 
collaborative model-based filter is based on improved 
SVD matrix factorization. 

Keywords- Movie Recommendation System; Content-
based filtering; Collaborative- memory-based filtering; 
Collaborative- model-based filtering; Hybrid approach. 

I. INTRODUCTION 
Due to the growth of the Internet and Information 

Technology, the data transactions volumes that are happening 
every second have increased dramatically. Currently, movie 
releases per year have increased with the number of movie 
watchers. However, every movie watcher has different 
interests. Therefore, not all data related to movies available 
on the internet gives results that give satisfaction to the movie 
watchers. Movie data in such a large amount will often 
become irrelevant, and without proper processing of this 
information, it will be wasted. In such cases, movie watchers 
have to run their search several times before they get the first 
look. Movie watchers have to spend a lot of time finding the 
desired/ interesting movies. But due to workloads, they are 
not willing to spend much time searching. Researchers have 
come up with movie recommendations to overcome this 
problem. A movie recommendation system provides needed 
information by considering the movie watcher’s past choices. 

Movie data is filtered and customized to suit the needs of the 
movie watcher. 

The movie recommendation systems have proven to be a 
powerful tool in providing satisfactory movie suggestions for 
movie watchers. The recommendations are made to help 
movie watchers efforts to handle information loads and to 
help them find the right movies quickly and easily [1]. It is a 
kind of filtration system, which tries to predict a movie 
watcher’s preferences and recommends movies. As with 
movie recommendation systems, there are many other types 
of applications for recommendation systems. For example, 
Netflix can track users’ interactions with various kinds of 
stories in users’ feeds to find out what 2 kinds of 
stories/movies attract users. Sometimes, movie 
recommendation systems can improve their system by 
monitoring the activities of a large number of people. The 
movie recommendation system is an implementation of the 
machine learning algorithms [2, 3].  

Movie Recommendation Systems are classified into four 
broad groups, namely Collaborative filtering systems, 
Content filtering systems, Knowledge-based systems, and 
Hybrid systems [4]. The Content-based filtering movie 
recommendation system works by assessing the behavioral 
needs of new movie watchers. This is a kind of keyword-
specific recommendation system where specific keywords 
are used to identify movies. The collaborative filtering-based 
movie recommendation systems are based on similarity 
measures between the movie watcher’s data/information and 
the movies. Movies are suggested to the new movie watcher 
by considering the other movie watcher’s past browsing 
history. The collaborative filtering system uses the mean 
rating of the movies, recognizes similarities based on movie 
watchers’ reviews, and generates new recommendations 
based on comparisons between movie watchers [5]. The 
knowledge-based movie recommender system attempts to 
recommend movies based on assumptions about a movie 
watcher’s needs and preferences [6]. The hybrid movie 
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recommendation system performs its functions considering 
the integrated behavior of content-based and collaborative 
filtering techniques to suit a particular film. The hybrid movie 
recommendation system is considered the best movie 
recommendation system because of its ability to eliminate 
weaknesses. These hybrid movie recommendation systems 
usually build upon the programming languages like python / 
C++ [3].  

II. RELATED WORK 
Over the past decade, several recommendation systems 

have been developed for various fields like books, cosmetics, 
novels, movies, and are in use. These recommendation 
systems are implemented based on a variety of approaches, 
including the content-based filtering approach, the 
collaborative-based filtering approach (memory-based & 
model-based), the geographic approach, the knowledge-
based approach, the utility-based approach, and the hybrid 
approach. 

A. Content-based filtering         
In movie recommendation, content-based filtering is a 

moderated learning algorithm [11]. This filtering technique 
gives recommendations for a movie by comparing the movie 
profile and the customer profile. Movies are recommended to 
users based on what the users like [11]. SRS Reddy et. al. 
proposed a content-based filtering system using genre 
correlation [12]. This system aims to recommend movies to 
users based on the similarity of genres. If the user rates highly 
for a particular movie, then this system recommends other 
movies with similar genres to that user. They used the 
MovieLens dataset in their research as and R is used as the 
data analysis tool. In this research, the main dataset is divided 
into two subsets. Its subgroups also have a list of movies with 
the genres in which they are classified. The other subset 
contains a list of user-rated movies on a scale of 1 to 5, with 
5 being the highest [12].  

Ramni Harbir Singh et. al. suggested a method for 
recommending movies to users using cosine similarity and 
KNN [13]. This system provides general recommendations 
for each user, based on popularity and/or the type of movie. 
They used cosine similarity and content-based filtering to 
predict the outcome and recommend a movie to the user by 
running the code in python using the NumPy and Panda 
libraries. This system can store a large amount of data and 
give effective results. This recommendation system searches 
for the best movies similar to the movie users watched based 
on genre and gives results. The researchers used cosine 
similarity to measure the similarity between movies based on 
different properties. Along with cosine similarity, they used 
KNN to find the nearest neighbor. It gives more accuracy 
than other distance metrics and the complexity is relatively 
low [13]. 

 

B. Collaborative Memory-based filtering    
Ramil G. Lumauag et. al. proposed an improved 

collaborative memory-based algorithm by formulating a 
similarity measure to identify the number of co-rated movies, 
calculate the user's similarity by selecting the nearest 
neighbor. They used the Movielens 100K dataset for their 
research. This dataset includes 943 users and 1682 movies 
and also it contains 100,000 rating records on a scale of 1 to 
5 points, with 1 being the lowest and 5 being the highest. 
They found that the MAE of their improved algorithm has a 
small prediction error compared to the traditional 
collaborative filtering algorithm [14]. 

Kyung Soo Kim et. al., proposed a content metadata-
based approach that uses content metadata efficiently. In their 
research, they collected a large amount of user movie ratings 
and user trust network information from Epinions.com and 
crawled movie metadata from the web. The dataset collected 
consists of 91,735 users, 611,741 user trust links, 26,527 
movie content items along with their metadata, and 170,797 
user content reviews. Furthermore, they provided two content 
representations that were generated from content metadata 
such as content-metadata TF-IDF vector and content link 
network. Content metadata was used to improve the process 
of finding live content for a target content element in the 
context of an object-based CF. Content metadata exploited 
with current user content rating scores and confidence in 
networks to predict classification results more accurately for 
target contents [15]. 

C. Collaborative Model-based filtering 
Rohan Mehter et. al. suggested a movie recommendation 

engine using collaborative filtering with two algorithms 
namely Alternative Least Square (ALS) and Single Value 
Decomposition (SVD) [16]. This movie recommendation 
system was once created with an Alternative Least Square 
algorithm and again with the Singular Value Decomposition 
algorithm. The researchers used Apache Spark, a machine 
learning library, to train the dataset more efficiently and with 
flexible search to retrieve results quickly. Researchers used 
the MovieLens dataset to recommend movies. This movie 
data set contains an anonymous movie rating. They have used 
Jupyter notebook for machine learning, data visualization, 
and code performance. They integrated the recommendation 
system using the Python programming language. Apache 
Spark is used to process big data while HDFS used to store a 
large amount of data which is processed with spark according 
to their study [16].  

Mirza Ilhami et. al. proposed a system for recommending 
films using the Matrix factorization and collaborative 
filtering. They have used the MovieLens dataset in their 
research which contains 855,598 ratings for 10,197 movies 
and 2,133 users. They labeled the rating data as a three-way 
list representing user ID, item ID, and ratings. The 
researchers have split the data set into two parts, 80% for 
training and 20% for algorithm testing. The dataset contains 
actors, countries, directors, and genres. However, for 

ISSN 2756-9160 Page 14



INTERNATIONAL CONFERENCE ON ADVANCES IN TECHNOLOGY 
AND COMPUTING (ICATC-2021) 

Faculty of Computing and Technology (FCT), University of Kelaniya, Sri Lanka 
18th December 2021 

experiments, the researchers used the rating data from users 
to make recommendations. In this approach, first, normalize 
the data to remove bias. Second, perform a matrix analysis to 
obtain forecasts and recommendations, and it has also been 
used to remove element space dimensions and restore 
inherent relationships between dataset elements [17].  

To overcome the limitations of the content-based 
filtration approach and the collaborative-based filtration 
approach, a hybrid approach was introduced. Rahul Katarya 
et al., proposed a hybrid and optimization-based technical 
suite to enhance the predictive accuracy of films. And this 
proposed solution helps to reduce the limitations of the 
collaborative filtering-based recommendation system. They 
use K-mean as the Clustering algorithm and Cuckoo search 
as an optimization algorithm. In their research, they apply 
these two algorithms to the MovieLens dataset to optimize 
the effective recommendation systems [18]. 

III. PROPOSED SYSTEM
There are a lot of approaches to recommend movies to 

users. In our hybrid recommendation approach, we combine 
content-based filtering and collaborative filtering to provide 
better results to users. Fig.1 elaborates the top structure of the 
proposed system. 

There are 3 main modules in this system named 
collaborative memory-based filtering, content-based 
filtering, and collaborative model-based filtering.    

Fig. 1. Top Level Architecture for Proposed System 

A. Content-based filtering
The content-based filter uses data about movies, users

and looks for similarities before recommending movies. The 
similarity of different movies computed based on user past 
and current data. There are different techniques or similarity 
measures used to calculate similarity. In this paper, we use 
the cosine similarity technique to find similar users. This 
scale is used to calculate textual similarity data. We convert 
this text movie data into vectors and check the cosine angle 

between these two vectors. If the angle between them is 0 or 
1, then they are the same or not. 

There are various concepts to build content-based filters. 
Term Frequency-Inverse Document Frequency (TF-IDF) is 
one of those concepts used in our study. Fig.2 shows the 
content-based filter approach. 

Fig. 2.Content-based filter 

B. Collaborative- Memory-based filtering
The memory-based collaborative filtering approaches

can be further subdivided into two main parts namely user-
based filter and item-based filter. User-based filtering takes a 
specific user, searches for users similar to that user, based on 
rating similarity, and recommends movies depends on similar 
users’ interest. But, item-based filtering takes a pair of 
movies and finds the similarity of those movies by 
considering the rating of those pairs of movies by all users. 

There are various concepts to build this module. 
Truncated SVD is one of those concepts which is used in our 
study. Unlike regular SVDs, a truncated SVD generates a 
factorization where the number of columns for multiple 
disconnections can be specified. It works with sparse 
matrices efficiently. Along with Truncated SVD, the Pearson 
correlation similarity technique is used to find similar 
items. Fig.3 shows the collaborative- memory-based filter 
approach. 
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Fig. 3. Collaborative- Memory-based filter 

C. Collaborative- Model-based filtering      
The model-based filter learns a user's preferences by 

directing itself on past user interactions and creating a user 
profile. This model-based approach considers a basic 
"generative" model, which explains user-movie interactions 
and attempts to detect them to make new predictions. This 
model is trained to reconstruct the values of user movie 
interactions from the own representation of users and movies. 
New movie recommendations can be made based on this 
model. 

There are various concepts to build this module such as 
matrix factorization, clustering, and deep learning. In this 
paper, SVD, which is a classical method of linear algebra is 
used to implement a model-based filter. Matrix factorization 
works by decomposing a user-item interaction matrix into the 
product of two low-dimensional rectangular arrays.  Not 
every user gives ratings to all movies, there are many missing 
values in the matrix and this results in a sparse matrix. SVD 
provides a solution for the sparsity problem. It uses a matrix 
framework where each row represents a user, and each 
column represents a movie. Elements of this matrix are the 
ratings that users give to movies. Fig.4 shows the 
collaborative-model-based filter approach. 

 

 
 
Fig. 4. Collaborative- Model-based filter 

 

IV. IMPLEMENTATION 
To implement the proposed system, we used the TMDB 

dataset which combines movie plot description, Metastore 
ratings, comments and user ratings and reviews, release dates 
and many more aspects. In this data, we have four sub-
datasets which are the movies dataset includes 45,000 movies 
with attributes such as movie description, average rating, 
number of votes, genre, etc. The rating dataset includes 26 
million rating details from 270,000 users. 10000 movie data 
and 100000 rating data are used in our system. 

A. Content-based filter                 
Under the content-based filtering approach, the title, 

cast, crew, genres, keywords, and the original language of 
movies are extracted and TF-IDF vector matrix is created to 
get rid of weight down (lose the accuracy) the features of 
movies and based on that matrix find the similarity of the 
target movies whose have watched by target user by using 
similarity algorithms and suggest the top similarity movies to 
that user.       

To find the similarity between the movies a similar 
matrix is created by using TF-IDF classifiers and cosine 
similarity metrics (based on  TF-IDF vector).  

B. Collaborative-Memory-based filter         
An item-based memory filter is also considered in this 

study. Movie rating data that was given by users is also used. 
To provide the recommendation to the target user, the user-
movies matrix which has a similarity ratio of each movie for 
that target user based on the ratings of other users is used. 
Then, the top most similar movies are considered to find their 
top similar movies which are suggested to the target 
user.                          

To find the similarity between the movies, Pearson's 
correlation coefficient matrix is used. It is calculated as the 
covariance of the two variables divided by the product of the 
standard deviation of each data sample.  The Truncated SVD 
classifier is used to create a user-item matrix for finding the 
similarity between movies. 
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C. Collaborative-Model-based filter          
Panda and surprise python libraries are used under the 

collaborative-model-based filter. The panda package is used 
to read the ratings which are in CSV format and convert them 
into a python data frame. The surprise dataset function is used 
to convert the rating data frame as a train set for the model-
based predictions algorithms. Once the train set is created 
based on the users’ ratings over the movie, the train set is used 
to predict the target user’s ratings over a movie as a test set 
by using the surprise SVD functions. Surprise SVD classifier 
is used to create the model based on the train data of user 
rating, and predict the rating for the test data. The hyper-
parameters of the SVD were tuned to minimize the error 
values.     

D. Hybrid Approach 
By adding either a content-based filter with the 

collaborative-model-based filter or a collaborative-memory-
based filter with a collaborative-model-based filter, the 
hybrid approach is implemented. If it is the content-model 
hybrid approach, the user is selected first and find the high 
rated movies of that user then find the most similar movies 
and for those movies then take those most similar movies to 
predict ratings on behalf of that user and out of those 
prediction ratings, then top rated movies are selected and 
suggest the top similar and high rated movies to users. 

For the item-model hybrid approach, the user is selected 
first and find the top-rated movies and for those top rated 
movies find the similar movies then took those most similar 
movies and predict rating and suggest the top similar and high 
rated movies to users. 

V. EVALUATION 
Cross-validation is performed to assess the effectiveness 

of the model. This is a statistical method used to evaluate the 
performance of our models. It is used to protect against the 
overfitting of the predictive model, especially when the 
amount of data is small. In cross-validation, the system 
generates a certain number of folds, in this study it is five, 
which carry out the analysis in each part and then calculate 
the average total error rate. Mean Absolute Error (MAE) and 
Root Mean Squared Error (RMSE) were selected to perform 
cross-validation on Collaborative- memory & model filters. 
With the use of metrics in Sci-kit learn, MAE and RMSE are 
calculated. And precision, recall, and F1 are used to evaluate 
content-based filters. 

The precision is calculated considering predicted values 
and true values. Equation 1 shows the formula of precision. 
The recall means how many values are true in prediction out 
of real true values. Equation 2 shows the formula of recall. 
F1 score is the weighted average of Precision and Recall. 
Therefore, this score takes both false positives and false 
negatives into account. Intuitively it is not easy to understand 
as accurate, but F1 is usually more useful than accuracy. 
Equation 3 shows the formula for the F1 score. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃+𝐹𝐹𝐹𝐹𝐹𝐹𝑃𝑃𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃

  (1) 

 

𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃+𝐹𝐹𝐹𝐹𝐹𝐹𝑃𝑃𝑇𝑇 𝑁𝑁𝑇𝑇𝑁𝑁𝐹𝐹𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃

  (2) 

 

𝐹𝐹1 = 2 × 𝑃𝑃𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ×𝑅𝑅𝑇𝑇𝑃𝑃𝐹𝐹𝐹𝐹𝐹𝐹
𝑃𝑃𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑇𝑇𝑃𝑃𝐹𝐹𝐹𝐹𝐹𝐹

    (3) 

       
        MAE is the difference between the actual value (rating) 
and the predicted value. Equation 4 shows the formula of the 
MAE matrix. In 4, yi denotes the observed value for the ith 
observation, xi denotes the predicted value for the ith 
observation and n denotes the total number of observations. 
RMSE is similar to MAE but the only difference is that the 
absolute value of the residual is squared and the square root 
of the whole term is taken for comparison. Equation 5 shows 
the formula of the RMSE matrix. The advantage of using 
RMSE over MAE is that it penalizes the term more when the 
error is high. 

𝑀𝑀𝑀𝑀𝑀𝑀 = ∑𝑛𝑛𝑖𝑖=1 |𝑦𝑦𝑖𝑖−𝑥𝑥𝑖𝑖|
𝑃𝑃

    (4) 

𝑅𝑅𝑀𝑀𝑅𝑅𝑀𝑀 = �∑𝑁𝑁𝑖𝑖=1 (𝑃𝑃𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃𝑖𝑖−𝐴𝐴𝑃𝑃𝑃𝑃𝑇𝑇𝐹𝐹𝐹𝐹𝑖𝑖)2

𝑁𝑁
  

      (5) 

 

A. Content-based filter  
Table 1 shows the testing results of content-based filters.  

Table 1. Content-based filter results 

Filter System Precision Recall F1 Score 

Content-Based 0.83 0.83 0.84 

          

From Table 1, we get to know about the prediction 
accuracy of our content-based recommendation system based 
on the Precision, Recall, and F1 scores. Where it shows the 
Precision and Recall as 0.83 and the F1 score as 0.84. The F1 
score provides a more Standard way of accuracy 
measurement by doing the weights of Precision and Recall. 

 
B. Collaborative- Memory based filter   

The following Table 2 shows the testing results of a 
collaborative- memory-based filter where each fold contains 
a different combination of test and train data. Based on the 
train and test data the average RMSE and MAE of the 

ISSN 2756-9160 Page 17



 
 
 
 
 
 

     

INTERNATIONAL CONFERENCE ON ADVANCES IN TECHNOLOGY 
AND COMPUTING (ICATC-2021) 

Faculty of Computing and Technology (FCT), University of Kelaniya, Sri Lanka 
18th December 2021 

Collaborative model are identified as 0.8999, 0.6939 
respectively. 

Table 2.  Testing Results of Collaborative Memory 

Metrics RMSE MAE 

Fold 1 0.9045 0.7003 

Fold 2 0.8886 0.6864 

Fold 3 0.9070 0.6995 

Fold 4 0.8886 0.6780 

Fold 5 0.9108 0.7053 

Mean 0.8999 0.6939 

a.  
C. Collaborative- Model-based filter    

Table 3 shows the testing results of the collaborative-
model-based filter where each folds folding a different 
combination of test and train data. Based on the train and test 
data the average RMSE and MAE of the Collaborative model 
are identified as 0.8359, 0.6356 respectively.  

Table 3. Testing Results of Collaborative Model-Based Filters 

Metrics RMSE MAE 

Fold 1 0.8349 0.6348 

Fold 2 0.8370 0.6362 

Fold 3 0.8384 0.6379 

Fold 4 0.8358 0.6349 

Fold 5 0.8336 0.6343 

Mean 0.8359 0.6356 

 

D. Hybrid System 
In this study, each filter is improved,  when these filters 

are combined as a hybrid system which can be either a 
content-based filter with a collaborative-model-based filter or 
a collaborative- memory-filter with a collaborative-model 
filter, the performance of the hybrid system will be 
increased.. 

VI.  CONCLUSION & FUTURE WORK 
The recommendation system proposed in this paper is a 

Hybrid type of recommendation system where each of the 
filters has been analyzed with the possible classifiers and 
created based on the best and improved method according to 
the evaluations. The content-based filter has been made by 
adding more movie features. This will improve the accuracy 
of the filter to align and recommend a similar movie to users. 

The item-based collaborative- memory filter has been 
implemented and this will improve its accuracy and 
scalability compared with the user-based approach. The 
collaborative- model has been created with an improved 
model. It will lead reducing the difference between the actual 
and predicted movies based on user ratings. Further, for 
future work, the execution time of the system has to be 
reduced to provide immediate response with high accuracy. 
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A Systematic Approach to Identify the Breast Cancer Grades 
in Histopathological Images Using Deep Neural Networks 

 

Abstract — Breast cancer can be recognized as one of 
the most well-known and life-threatening cancers 
impacting women and this has been identified as the 
second most common cancer across the world. According 
to registered data, there were over 2 million newly 
reported cases in 2020. The Deep Convolutional Neural 
Network has been identified as one of the most dominant 
and powerful deep learning approaches involved in the 
analysis of visual imagination. There are many shreds of 
evidence that indicate the appropriateness of this in 
medical imaging including breast cancer detection, 
classification, and segmentation with higher accuracy 
rates. The main intent of the research is to develop an 
automated application that can determine the 
Nottingham Histologic Score of a given input 
histopathological image obtained from breast cancer or 
healthy tissues with DenseNet based architecture. Healthy 
or benign tissues are categorized as zero and cancerous 
tissues are categorized based on the grade obtained as 
one, two, or three. In this study, we were able to obtain 
more than 94% accuracy rates for each trained model 
including 2-predict, 3-predict, and 4-predict networks. 
Further, a desktop-based inference tool that allows us to 
perform breast cancer grading was also developed as a 
result of this study. 

Keywords — Breast Cancer Grading, Computer-Aided 
Diagnosis, DenseNet, Histopathological Images, 
Nottingham Histologic Score 

I. INTRODUCTION 
Breast cancer is identified as the second most common 

cancer and this holds the highest mortality rate due to cancers 
among women worldwide. As per the Union for International 
Cancer Control organization, 2.3 million new cases were 
reported in 2020 [34]. Once the breast cancer cells are 
formed, that will lead to the spread of malignant cells to other 
parts of the body by making it life-threatening. Breast cancers 
are often found earlier when they are small and before they 
spread. Due to technical advancement, early detection, and 
procedures, the survival rate of breast cancer patients has 
significantly improved across the world within the last few 
years. Breast cancer grade classification is a labor-intensive 

task and needs human experts and time to do the diagnoses. 
The grade of breast cancer tissue is calculated according to 
the way that cancer cells look under the microscope. For the 
laboratory breast cancer grade analysis purpose, it is best 
known that specimens of the tissues with the affected areas 
are used. Histopathological images are extracted as a result of 
this. It is known that histopathological images can be 
extracted with different High-Power Field (HPF) values. But 
images with 40X HPF values are well defined and illustrate 
the key features. The classified grade is used to figure out 
what treatments work best.  

Densely Connected Convolutional Network (DenseNet) is 
one of the discoveries in deep neural networks for visual 
object recognition. Deep Convolutional Neural Networks 
(DCNN) with DenseNet architecture can be identified as one 
of the most dominant and powerful deep learning approaches 
involved in the analysis of visual imagination that provide 
excellent performance in medical imaging including breast 
cancer detection, classification, and segmentation with higher 
accuracy rates of more than 90% [32] [33]. This research 
aims to introduce a new computer-aided diagnosis approach 
that can continue the existing laboratory grading procedure 
with a higher accuracy rate.  

II. OBJECTIVES 
Current study intends to develop an application that can 

determine the grade of a given histopathological image of 
breast cancer or healthy tissue as 0-benign, 1, 2, or 3 using a 
DenseNet based DCNN. 

III. METHODOLOGY 
Below mentioned are the major tasks that had to be 

carried out during our research work.  

● Data preprocessing  
To complete the data preprocessing task, several 

mechanisms had to be applied and they are discussed under 
data preprocessing.  

● Model building and evaluation  
After completing the dataset preparation, built three 

DCNN models with DenseNet architecture as,  

❖ 2-predict: classifies benign-0 and malignant-1  
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❖ 3-predict: classifies grades into grade 1, grade 2, and 
grade 3  
❖ 4-predict: classifies as 0-benign, grade 1, grade 2, 
and grade 3.  
● Implementation of the inference tool  

To visualize the results obtained as well as to make the 
models available for use, an inference tool was built. 

 

A. Data Preprocessing  

Initially, we received a graded (1, 2, and 3) dataset [11] 
with different HPF values (4X, 10X, 20X, 40X), resolutions, 
and image formats. To complete the data preprocessing task, 
we used a subset of the initial image dataset with 40X HPF 
value and increased that by applying several data 
augmentation techniques including image cropping, rotating, 
etc. Later we were able to create NumPy arrays for each grade 
with dimensions 700*128*128*3.  

Again, we have used another dataset [14] to train the 2-
predict model and after applying preprocessing techniques on 
the received benign 40X HPF dataset, we have created a 
NumPy array for that with dimensions 700*128*128*3.  Fig. 
1. illustrates an application of image augmentation by 
recreating images with cropping and rotating. 

 
Fig. 1. Illustrates an application of Image Augmentation-(a) Original image, 
(b) Sub images to be extracted, (c,d) Extracted images, (e) Application of 
rotation up to 90 degrees for c, (f) Application of rotation up to 180 degrees 
for d. 

For the 2-predict model implementation, the malignant 
dataset was created by applying the simple random sampling 
technique on the dataset of the 3-predict model. Dataset of 
the 4-predict model was created by combining both the 
benign image dataset of the 2-predict model and the dataset 
of the 3-predict model. Table 1. defines the dimensions of the 
training and testing datasets used in each model. 
Table 1. Tabular Representation of the Datasets. 

 
Model Training Dataset Testing Dataset 
2-predict 600*128*128*3 for 0 

600*128*128*3 for 1 
100*128*128*3 for 0 
100*128*128*3 for 1 

3-predict 600*128*128*3 for 1 
600*128*128*3 for 2 
600*128*128*3 for 3 

100*128*128*3 for 1 
100*128*128*3 for 2 
100*128*128*3 for 3 

4-predict 600*128*128*3 for 0 
600*128*128*3 for 1 
600*128*128*3 for 2 
600*128*128*3 for 3 

100*128*128*3 for 0 
100*128*128*3 for 1 
100*128*128*3 for 2 
100*128*128*3 for 3  
 

 

 

B. Model Building and Evaluation 

To build each model, the following key aspects were 
considered; Grade classification was carried out by 
considering two scenarios. In the first scenario, a single 
neural network model was implemented to classify the 
histopathological images as benign-0, grade 1, grade 2, and 
grade 3. In the second scenario, two deep neural network 
models were trained to achieve the same objective as in the 
first scenario whereas implementing the initial model to 
classify the histopathological image as benign or malignant 
and at the second step, to classify the grade based on the 
prediction obtained at the first step. As in Fig. 2., the initial 
model classifies the input histopathological image as benign-
0 or malignant-1 and if it is malignant, obtains the prediction 
from the second model as 1, 2, or 3 otherwise the grade will 
be remaining as zero. 

 
Fig. 2. Logical Overview of the Proposed Solution. 

As per the research objectives that were mentioned in 
previous sections, this research is targeted at building a 
DCNN with transfer learning to predict the grades (0-benign, 
1, 2, and 3) of histopathological images. Below define the 
architectures of transfer learning models, and the process of 
the evaluation carried out to achieve the above-defined goal.  
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1. Model Building 

The transfer learning technique was applied to implement 
2-predict, 3-predict, and 4-predict models for 128*128 RGB 
image datasets, and we were able to receive better test 
accuracy rates. This model is a composition of,  

●  Pre-trained DenseNet-201 weights  
● 2D global average pooling layer  
● Dropout layer with 0.5 probability  
● Batch normalization layer  
● Densely connected layer with softmax operation  

The following Fig. 3. illustrates the architecture of the 
transfer learning model. This was implemented with Spyder 
and Anaconda framework and the libraries, dependencies 
used were TensorFlow, Keras, sklearn, and OpenCV.  

 
Fig. 3. The Architecture of the Transfer Learning Model. 

Apart from that, a Flask Application Program Interface 
with Anaconda framework was developed to obtain the 
prediction by considering each case.  

2. Evaluation  

This was performed on the reserved test datasets of each 
model. For each model, there were around 14% of allocated 
histopathological images for testing purposes out of all 
images.  

The evaluation was carried out by changing parameters 
including batch size, dropout probability, and the number of 
epochs. But, all three models provided significant responses 
only for the varied number of epochs rather than batch size 
and dropout probability. Mainly we have performed 
evaluation operations on test datasets including test accuracy 
rate calculation, confusion matrix illustration, and 
classification reports.  

C. Implementation of the Inference Tool  

This was carried out to visualize the results obtained and 
to make the trained models available for use. The inference 
tool was implemented as a desktop graphical user interface 
application and has added some basic graphical user interface 
functions such as uploading an image, viewing results, saving 
an image with the classification, searching a record by ID, 
deleting a record by ID, converting a record into PDF format 
with a suitable database connection.  

The summarized architecture of the proposed solution is 
illustrated in Fig. 4. 

 
 

Fig.4. Summarized Architecture of the Proposed Solution.  

This was implemented with Apache NetBeans with 
Maven dependencies and MongoDB was used as the 
database.   

Apart from that, an Application Program Interface 
integration was carried out to obtain the predictions by 
considering each case as 1and 2.  

IV. RESULTS AND DISCUSSION 
To analyze the results generated by each model, the main 

method that followed was the test data-based results 
generation. The following includes the results obtained and 
the comparison between the obtained results. 

 A. Two-Predict Model  

Fig. 5. shows the loss vs epochs received by applying 
transfer learning during the process of training for the two-
predict model with 20 epochs. As per this, curves of both 
validation and training are getting converged with the number 
of epochs. We could see that the model attains to the 
minimum loss rate at around the 4 th epoch and continues the 
same until the 20th epoch. This indicates that the model 
shows a good fit with the training dataset. 

 
Fig. 5. Loss vs Epochs for Two-Predict Model. 

Fig. 6. shows the normalized confusion matrix received 
by applying transfer learning from the testing dataset for the 
two-predict model with 20 epochs. 
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Fig. 6. Normalized Confusion Matrix for Two-Predict Model.   

Fig. 7. shows the classification report received by 
applying transfer learning from the testing dataset for the 
two-predict model with 20 epochs. According to this result, 
precision, recall, and F1-score have obtained the highest 
values as can be obtained. Also, the accuracy received for the 
test dataset is 100%.  

 
Fig. 7. Classification Report for Two-Predict Model.  

B. Three-Predict Model  

 Fig. 8. shows the loss vs epochs received by applying 
transfer learning during the process of training for the three-
predict model with 30 epochs. This model was previously 
trained for 20 epochs. As per that, the trained model with 30 
epochs tends to converge with the number of epochs rather 
than the model with 20 epochs. This indicates that the model 
with 30 epochs shows a better fit with the training dataset 
than the model with 20 epochs.  

 
Fig. 8. Loss vs Epochs for Three-Predict Model. 

Fig. 9. shows the normalized confusion matrix received 
by applying transfer learning from the testing dataset for the 
three-predict model with 30 epochs. 

 
Fig. 9. Normalized Confusion Matrix for Three-Predict Model.  

Fig. 10. shows the classification report received by 
applying transfer learning from the testing dataset for the 
three-predict model with 30 epochs. As this was trained for 
20 epochs previously, the trained model with 30 epochs holds 
maximum values for precision, recall, and F1-score. The test 
accuracy rates of trained models with 20 and 30 epochs are 
94.33% and 94.99% respectively.  

  
Fig. 10. Classification Report for Three-Predict Model. 

C. Four-Predict Model  

Fig. 11. shows the loss vs epochs received by applying 
transfer learning during the process of training for the four-
predict model with 25 epochs. As this was previously trained 
for 20 and 30 epochs, the trained model with 25 epochs shows 
much convergence between validation and training curves. 
This indicates that the model with 25 epochs shows a good fit 
with the training dataset.  

 
Fig. 11. Loss vs Epochs for Four-Predict Model.  

Fig. 12. shows the normalized confusion matrix received 
by applying transfer learning from the testing dataset for the 
four-predict model with 25 epochs.  
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Fig. 12. Normalized Confusion Matrix for Four-Predict Model.  

Fig. 13. show the classification report received by 
applying transfer learning from the testing dataset for the 
four-predict model with 25 epochs. As per previous results 
for 20 and 30 epochs, the trained model with 25 epochs holds 
maximum values for precision, recall, and F1-score. The test 
accuracy rates of trained models with 20, 25, and 30 epochs 
are 92.75%, 95.2499%, and 94.7499% respectively.  

 
Fig. 13. Classification Report for Four-Predict Model.  

D. Model Type (Case 1 and 2)  

Fig. 14. shows the test accuracy rates received by 
performing case 1 and 2 operations for the test dataset of the 
4-predict model. This was implemented with the 2-predict 
model with 20 epochs, the 3-predict model with 30 epochs, 
and the 4-predict model with 25 epochs. 

 
Fig. 14. Test Accuracy Rates of Case 1 and 2. 

According to the results obtained,  

● Two-predict model: When Fig. 5 is considered, we 
could see that the graph is getting converged whereas 
increasing the number of epochs. Fig. 6 and 7 also evidently 
express the appropriateness of the model by providing a 
100% accuracy rate for the test dataset.  
● Three-predict model: When Fig. 8 is considered, we 
could see that we can obtain a good fit by increasing the 
number of epochs up to 30. Fig. 9 and 10 also provide some 
evidence, providing a 94.99% accuracy rate for the test 
dataset for 30 epochs.  

● Four-predict model: By considering Fig. 11, we can 
conclude that we can increase the fitness of the model by 
increasing the number of epochs up to 25. Fig. 12 and 13 also 
show a higher test data accuracy rate around 95.249% for 25 
epochs.  
● Model type (case 1 and 2) comparison: According 
to Fig. 14, can conclude that both approaches are good 
enough, and also both are applicable for the desktop graphical 
user interface prediction purpose.  

By referring to the above results, we can conclude that it 
is appropriate to train the two-predict model up to 20 epochs, 
the three-predict model up to 30 epochs, and the four-predict 
model up to 25 epochs. Furthermore, both model types (case 
1 and 2) are applicable for the desktop graphical user 
interface prediction purpose. 

V. CONCLUSION 
In this research, three DCNN based models with transfer 

learning have been implemented to classify the grades of 
breast cancer. These DCNN models have been trained and 
tested with histopathological image datasets with the 40X 
HPF value. 2-predict, 3-predict, and 4-predicts models were 
able to obtain test accuracy rates of 100%, 94.999%, and 
95.2499% respectively. Further, this research confirms the 
successfulness of using transfer learning with DenseNet 
architecture whereas providing test accuracy rates of more 
than 94% for all three trained models. Moreover, a desktop 
application was developed to infer the solution. Ultimately, 
accuracy improvements, implementation of the developed 
system as a web-based application could be identified as 
work that could be carried out as further improvements of this 
research. 
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Abstract — Aspect-Based Sentiment Analysis for 
product review opinion analysis is commonly utilized by 
the commercial food products manufacturing businesses 
to drive decisions regarding products. However, the 
general consumers are not facilitated with decision-
making ready end-user applications which generates 
insights to arrive at the purchase decision at the time of 
purchase due to the unavailability of products’ attribute-
wise analysis-ready data. Although Electronic Word of 
Mouth (eWOM) platforms are comprised of opinions 
with a diversity of languages and expression formats, 
themselves do not generate any value to make comparable 
decision making. Hence, there is an existing gap of 
impactful information retrieval by the consumer to aid 
the purchase. Therefore, creating a publicly available 
analysis-ready dataset for the commercial food product 
domain contributes significantly to the Sri Lankan 
consumers and Government organizations. Through our 
research work, a manually annotated bilingual eWOM 
opinion text dataset for selected commercial food 
products categories has been delivered in which the 
opinions expressed in the Sinhala language have been 
translated into English language and each opinion has 
been manually rated into five levels by two domain 
experts. Two product attributes, “Price of the product”, 
“Safeness of product” have been considered as aspects to 
conduct the Aspect-Based Sentiment Analysis. This study 
describes the sub-tasks performed to conduct the Aspect-
Based Sentiment Analysis on the dataset along with the 
basic statistical evaluation of the dataset. We have 
presented results on the performance of the dataset by 
utilizing an existing Long Short-Term Memory Model. 

Keywords — aspect-based sentiment analysis, 
commercial food domain 

I. INTRODUCTION 
Commercial food products play a vital role in fulfilling 

the consumption needs of individuals to manage food 
requirements with their busy lifestyles. In Sri Lanka, the 
commercial food market has been occupied by many local 
and multinational companies who are manufacturing the 

same varieties of food products with varied product quality 
attributes and products’ prices. The production quality, 
packaging, and ingredients of the product reveal the 
“consumption-safeness of the product” which the consumer 
must focus on when making the purchase decision, as unsafe 
food product consumption may lead to health threats 
including Non-Communicable diseases. Consumer surveys 
reflect typical Sri Lankan consumer faces many challenges 
when making a purchase decision of commercial food 
products due to the lack of perceived knowledge on food 
hygiene and nutritional information analysis, being caught 
under influential, deceive marketing campaigns, promotions 
executed by business [1], inability to conduct a quick critical 
review on economical decision making when other 
alternative products are remained unobserved, unrevealing 
accurate information by the responsible government 
authorities and unavailability of a suitable unbiased 
supportive information resource which can be incorporated in 
analytical end-user applications which can aid the purchase 
decision at the time of purchase. 

Nowadays, eWOM has become a prominent information 
resource that utilizes for business analytics purposes in many 
domains. Since eWOM comprises of diverse knowledge 
base, ideologies, expressions on experience with a high 
volume of user-base, with more than 6.40 million users in Sri 
Lanka, it can be recognized as a rich information resource. 

A. Knowledge level on Commercial Food Products 

The stakeholders associated with the commercial food 
product domain are the general consumers, commercial food 
manufacturers, Government Policy authorities like Consumer 
Affairs Authority, and Sri Lankan Medical Authorities. 
Consumer survey results and results of the interviews 
conducted in Sri Lanka in 2020, to assess the knowledge of 
food stakeholders [2],[3] depicted the fact, the lack of literacy 
exists in food stakeholders to recognize, distinguish, and 
select the most suitable food products to consume. 

B. Text Mining in eWOM on Purchase Decision 
The definition for Electronic Word of Mouth (eWOM) 

can be identified as “consumer-generated, consumption 
related communication that employs digital tools and is 
directed primarily to other consumers”, which are in different 

Binguni Edirisuriya (1st Author) 
Department of Industrial Management 

University of Kelaniya  
Dalugama, Sri Lanka. 

edirisur_im16018@stu.kln.ac.lk 

Dinesh Asanka (2nd Author) 
Department of Industrial Management 

University of Kelaniya  
Dalugama, Sri Lanka. 

dasanka@kln.ac.lk 

Janaka Wijayanayake (3rd Author) 
Department of Industrial Management 

University of Kelaniya  
Dalugama, Sri Lanka. 

janaka@kln.ac.lk 

ISSN 2756-9160 Page 26



 
 
 
 
 
 

   
  

 

INTERNATIONAL CONFERENCE ON ADVANCES IN TECHNOLOGY 
AND COMPUTING (ICATC-2021) 

Faculty of Computing and Technology (FCT), University of Kelaniya, Sri Lanka 
18th December 2021 

forms as reviews, opinions, feedback where they become 
valuable, persuasive mode of information since most of the 
reviews are experienced-based, open-connected nature, 
active participation and affects the purchase decision making 
process of the consumer [4]. 

Text mining has been utilized for decision-making by the 
food products-related businesses, food science, and nutrition 
domain. Different data gathering mechanisms, data analysis 
methods have been discussed in the review paper analysis 
[5],[6] The evaluation of the review analysis was able to 
reveal that the key data source which can be used to identify 
consumers’ opinions, food issues and the food consumption 
behavior is “social media”. 

C. Aspect-Based Sentiment Analysis 
Aspect-Based Sentiment Analysis related research 

domain comprises many dedicated research studies targeting 
different domains. Publicly accessible improved datasets 
have been incorporated to evaluate the process and sub-tasks 
of Aspect-Based Sentiment Analysis. Using the publicly 
available restaurant review dataset, [7] study delivered 
annotated dataset considering six aspect categories and 
provide overall sentiment polarity and not focusing on aspect-
wise sentiment polarity consideration. SemEval 2014 [8], [9] 
introduced laptops, restaurants datasets annotated with four 
fields as aspect term, aspect term polarity, aspect category, 
and aspect category polarity to be consumed in Aspect-Based 
Sentiment analysis. Driving a new approach SemEval 2016 
[10] presented Multilingual datasets from 7 domains and 8 
languages in which all were involved in Aspect-Based 
Sentiment Analysis tasks. The domains included in the 
datasets were hotels, laptops, mobile phones. 

The research study conducted by [11] has focused on 
aspect-based sentiment analysis in the legal domain by 
fetching data from an available public dataset. They have 
taken 2000 legal statements and involved domain experts to 
annotate data manually by aspect identification through the 
legal statement and assign the sentiment level for each party 
by deciding the level of the beneficial party. They have 
focused on sub-tasks of sentiment analysis when annotating 
the dataset.  

The research study conducted by the scholars, [12] has 
focused on analyzing the reviews given by university students 
regarding the learning experience at the University. The study 
has been driven considering the 22 different aspect levels of 
the different parties associated with the teaching and learning 
process. The reviews have been classified based on a 
weighted score for aspects to deliver unbiased results 
corresponding to each aspect. 

This study would drive research attention on how the 
Aspect-Based Sentiment Analysis process can be 
incorporated to construct an analysis-ready user opinion 
dataset for the commercial food products domain. Parallel to 
that, methods for eWOM data extraction, data analysis, 
aspect-wise weight values assignment would be considered 
referring to the literature. 

II. OBJECTIVES 
This section discusses the main aim and objectives of 

constructing the dataset and its significance. As discussed in 
Section I, it is obvious that there is an existing gap for the 
retrieval of “decision-making” ready information by the Sri 
Lankan consumer, to make a beneficial commercial food 
product purchase for the wellbeing of the purchaser. To 
achieve that latency consumers should be supplied with an 
accurate public information retrieval source. Our main aim is 
to construct a publicly available dataset that can be utilized 
for opinion analysis purposes related to the food products 
domain. To achieve the main aim, several sub-objectives are 
executed to methodically gather dynamic, unstructured 
commercial food product related posts’ data in Facebook 
eWOM platform, to perform sub-tasks of Aspect-Based 
Sentiment Analysis for aspect category identification and 
categorization of posts and aspect term identification with 
appropriate multi-class sentiment polarity assignment for 
each eWOM comment in the dataset, which would be utilized 
to conduct experiments.  

Hence, this research would be significant, since it benefits 
the Sri Lankan community, with an analysis-ready data 
resource that can be incorporated as the analytical resource to 
develop analytical end-user applications to aid the purchase 
decision-making process. Thus, the researchers, business 
analytical officers, economists, health officials, and other 
government authorities such as Consumer Affairs Authority, 
Sri Lanka Standard Institute would gain the opportunity to 
conduct social-opinion-oriented surveys. 

III. METHODOLOGY 

A. Data Source Selection 
This section describes the criterion considered for 

selecting the data sources for data collection. As stated in 
StatCounter Global Stats, 57.28% of social media users in Sri 
Lanka have been actively sharing opinions on the Facebook 
platform between September 2020 to September 2021. Two 
public Facebook discussion groups with members count over 
100,000 and which focus on consumer experience on 
purchasing commercial food products were selected as the 
data collection sources. 

B. Product Aspects Selection 
This section describes how the products’ aspects were 

elected to be considered in the research study. The Consumer 
awareness Survey on Sustainable Consumption – 2018: Sri 
Lanka has presented a consumer survey conducted targeting 
purchase decision making of food products where 423 
individuals from five main densely populated districts in Sri 
Lanka were involved. The results of the survey revealed that 
the “price of the food product” was the main determinant for 
purchase decision with a weighted mean average of 3.78 
while the “consumption safe quality of the product” was 3.56. 
In our study, the above values were taken into consideration 
as the aspect weight values to be assigned into opinions. 
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Table 1. Product Aspects of Commercial Food Products 

Product Aspect Opinion Consideration by eWOM users 

Safety of Food 
Product 

Ingredient analysis, Packaging, Nutrition 
levels, Harmful effects, Experience on 

consumption, Health issues 
 

Price of Food 
Product 

Price among alternatives, Economical 
benefits, Inflation, Beneficial Purchase 

Decision 

 

C. Facebook Post data Crawling 
This section discusses the process of collecting data from 

Facebook posts with the mechanism used to crawl data. 
Observing the eWOM discussions in the public Facebook 
discussion groups selected food product categories were 
“Diary Products” and “Beverages” concerning timely 
discussions that occurred during the covid19 pandemic 
period. To conduct the Facebook data crawling, a python 
script was developed using Python 3 programming language 
and Facebook scraper library available in python language. 
About 1574 comments were collected along with the post 
details. 

 
Algorithm 1: Facebook post details extraction 

 

Input : page_id 
Input : no_of_posts_crawl 
Function scrape(page_id, no_of_posts_crawl): 
        page = get_page (page_id, cookies = “cookie_file_name.txt”) 
        all_posts = [] 
        posts = get_posts (page_id, no_of_posts_to_scrape) 
        i = 0 
        Loop For post in posts: 
                all_posts [i] [‘post’] . add(post.id AND post.content) 
                all_posts [i] [‘comments’] . add(post.comments) 
                Do increase i by 1 
        End Loop 
End Function  
Fig. 1. Algorithm: Extraction of Facebook Post Details & Comments 

D. Dataset Construction  
This section describes how the dataset construction was 
done with the extracted Facebook data. The post details 
were retrieved in nested JavaScript Object Notation 
(JSON) format and must be transformed into a data frame 
with post ID, post text, product category (Diary product or 
Beverage), product ID where the product’s brand name 
was masked to preserve the unbiasedness of the 
comments’ annotation process by the annotators, post 
aspect (price or safety of the product) and the comment. 

E. Comments Preprocessing Steps 
This section discusses the preprocessing steps conducted 

for bilingual comments pre-processing. Facebook eWOM 
comments are ambiguous with different linguistics, different 
variety of opinions expression modes with media types 

(images, videos, pictorial emojis), hashtags (#), punctuations, 
URL s, mentioning of an entity with @ sign and pictorial 
emojis. Therefore, preprocessing steps were conducted with 
Pandas python library to eliminate the above figures from 
comments. 
.  

 
 

Fig. 2. Flowchart : Language Detection & Translation 

The results elaborated that the comments which are 
expressed in “Singlish” format could not be recognized as 
one categorization. Currently, there’s no publicly available 
tool to translate the “Singlish” comments to the English 
language. Therefore, it reveals that the semantic orientation 
of Singlish opinion expression could not be captured 
considering the whole sentence level.  Hence, for this level of 
the study comments which have been expressed in neither 
English nor Sinhala were eliminated from the consideration. 
The comments which were detected as “Sinhala” language 
were translated into the English language, using Google 
Translator API since sentiment analysis studies have 
incorporated it for language translation purposes [15]. 

G.  Manual Data Annotation 
This section discusses the process driven by the two 

annotators to manually annotate the Facebook eWOM 
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comment data. Reviewing the past literature, we were able to 
find that there is no publicly available tool to conduct 
bilingual eWOM text data annotation. As annotators, one 
graduate and one undergraduate from the University of 
Kelaniya were involved in the data annotation process. The 
annotator’s task was to figure out the aspect categories 
expressed in each comment and assign a polarity rating for 
each aspect. To address the ambiguities in language and 
opinion expression, the need for a wider range of rating levels 
was obvious [16], [12]. Therefore, the annotators conducted 
the rating assignment adhering to the rating levels mentioned 
in Table 1. 
Table 2. Rating levels of Annotation 

Rating Level Sentiment level assigned for rating 

1 Very Negative 

2 Negative 

3 Neutral 

4 Positive 

5 Very Positive 
 

 
 
Table 3. Rating assignment for the comment by Annotator 

Aspect: 
Sentence 

Opinion 
Word 

Rank Assignment 

5 4 3 2 1 

Price Toxic       

Safety High 
Price 

      

 
The two human annotators assigned ratings for the 

Facebook eWOM comments separately, by identifying the 
aspect category expressed through the comment and 
assigning it with a rating value [11], [12], [17]. A single 
comment is assigned with two sentiment rating levels by a 
single annotator, since one comment may consist of opinions 
expressed concerning both aspects “product safety” and 
“product price”. The comments which have been expressed 
an opinion only on a single aspect were assigned the rating 
level 3 (Neutral) for the aspect which is not included in the 
comment. The above example demonstrates how the 
comment annotation process was conducted by one single 
annotator. Consider the comment stated in Example 1, the 
annotator reads the comment and identifies the aspect 
categories expressed by the comment, next concerning each 
aspect annotator identifies the sentiment-bearing words and 
assigns two ratings per each comment under the two product 
aspects. Above Table 2 shows how the annotator assigns 
ratings for the above comment in Example 1. 

After the two annotators have assigned ratings, the 
agreement level between the two annotators was assessed 
with “Inter- Annotator agreement level” to verify the 

interpretation assigned by the annotators. For that, “Cohen’s 
Kappa” was calculated [18], which is a quantitative measure 
to measure the chance of how often that raters are agreeing 
on the same thing/opinion. 

 
K =  Pa - Pc / 1-Pc                             (1) 

 
The Cohen’s kappa value was calculated separately for the 
two aspects “product price” and “product safety” and further 
the results are presented in Section IV. 

H. Aspect-wise Class label Assignment for comments 
This section discusses how the class labels were assigned 

for each comment concerning two product aspects considered 
in the study. Considering the results of Cohen’s Kappa scores 
presented in Section IV, the final aspect rating for a particular 
comment was obtained by calculating the average rating 
score assigned by the two annotators since the Cohen’s 
Kappa score revealed that the agreement level between two 
annotators is relatively same.  

In the next step, the average rating score obtained for a 
certain comment was weighted with the weighted mean value 
considered for each aspect. The average rating score received 
for the “price aspect” was weighted with 3.78, while the 
average rating score received for the “safety aspect” was 
weighted with 3.56. Further, the weighted rating scores were 
subjected to Min-Max Scaling to derive a score between 0 
and 1, to generalize the process of splitting the multiple-
sentiment classes. Table 4 shows the counts of the comments 
received for each scaled value under the two aspects. 
Table 4. Statistics: Comments for respective scaled values 

Scaled Value Count: Safety Count: Price  

0.0 4 
4 

0.1 0 0 

0.2 61 122 

0.3 1 9 

0.4 92 139 

0.5 2 4 

0.6 478 670 

0.7 11 3 

0.8 255 120 

0.9 46 12 

1.0 249 116 

     The next step was to define the multiple sentiment classes 
considering the scaled value distribution. The scaled value 
range was sliced into five ranges with similar sizes and 
defined class labels corresponding to each range considering 
the lower score values to high score values as shown in Table 
5. The weighted rating scores for each aspect of each 
comment were classified into sentiment classes using the 
“Binning Technique” in Pandas library.  
 

Example 1 
• Comment 1.1 : D001milk powder contains toxic matter so , 

useless to buy at a high price. 
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Table 5. Statistics: Comments for respective scaled values 

Range Sentiment level of rating 

0.0 <= score < 0.2 Very Negative 

0.2 <= score < 0.4 Negative 

0.4 <= score < 0.6 Neutral 

0.6 <= score < 0.8 Positive 

0.8 <= score < 1.0 Very Positive 

 
Section IV presents the aspect-wise sentiment 

classification of the comments considered in the dataset. 
 

IV. RESULTS AND DISCUSSION 

This section has presented the statistics of the dataset as a 
baseline evaluation, aspect-wise consideration of the 
statistics with some experiments driven to evaluate the 
performance of the manually annotated dataset.  
Aspect-Based Sentiment Analysis is associated with several 
sub-tasks and in this study, we consider several sub-tasks as 
Aspect category identification, Aspect term identification, 
Aspect category polarity of the sentence. The dataset 
comprised of eWOM text with translated opinions that were 
expressed in the Sinhala language before. Hence, it adds 
complexity to the sub-tasks due to the ambiguity of eWOM 
text. 

A. Aspect Category Identification 
Initially, the extracted posts were categorized into the 

aspects “safety” and “price” considering the content of the 
post. One single comment may contain opinions for both 
aspects and some may not belong to any of the considered 
aspects. Annotators identify the aspects manually and decide 
on assigning a rate for the comment. 

B. Aspect Term Identification 
For the given eWOM comment, there can be several 

terms, a combination of terms that imply the polarity of the 
comment concerning the considered aspects. Dataset presents 
the terms which were concerned in the polarity assignment 
for the comment. 

C. Aspect Polarity of the Sentence 
Each comment in the dataset comprises of two rating 

levels between 1-5 scale, for each aspect “safety” and “price” 
corresponding to the polarity level of the comment. The two 
rating levels assigned have been utilized to conduct the 
experiments in the dataset. 

D. Dataset Statistics 
This section presents preliminary results of statistical 

analysis done on the collected data. A total of 1574 comments 
were collected initially and only 1197 comments were 
concerned for the data annotation process, since 377 
comments which were expressed in “Singlish” format and 
other media formats, were eliminated from the consideration. 
Table 6 represents the post-aspect-wise statistics of the 

dataset, in which the respective word counts have been 
considered after eliminating “Stop-Words” using the NLTK 
library. 
Table 6. Categorization of items as an example 

Post Aspect Comments Count Word Count 

Safety of Food 
Product 651 

 
3832 

 

Price of Food 
Product 546 

 
2557 

 
  
     To minimize the effect of bias in the interpretation by a 
single annotator, two annotators were involved in the rating 
process, and an agreement analysis was conducted using 
“Cohen’s Kappa”. The objective of the analysis was to 
evaluate the reliability of the annotation process. Table 7 
represents the Cohen’s Kappa scores obtained respectively to 
each aspect of eWOM opinion. As the Kappa measure for 
both aspects was above 0.80 [19], the agreement level 
between the annotators revealed a high level of confidence in 
the annotation process[18]. 
Table 7. Cohen’s Kappa Score for Annotator rating 

 Inter-Annotator Agreement Sentiment level of rating 
Cohen’s Kappa: Safety Aspect 0.925 

Cohen’s Kappa: Price Aspect 0.956 

       

Following the process described in Section H in Methodology, 
aspect-wise sentiment classification was conducted based on 
the average weighted score received for each eWOM opinion. 
Table 8 and Table 9 represent the statistics of the 
classification, respective to each product aspect, “Product 
Price” and “Product Safety”. 
Table 8. Class Label Assignment : Product Price Aspect 

Sentiment Class 
Label 

Overall Polarity 
Score 

Comments Count 

Very Positive +2 128 

Positive +1 793 

Neutral 0 4 

Negative -1 148 

Very Negative -2 122 

 
Table 9. Class Label Assignment : Product Safety Aspect 

Sentiment Class 
Label 

Overall Polarity 
Score 

Comments Count 

Very Positive +2 295 

Positive +1 266 

Neutral 0 480 

Negative -1 93 

Very Negative -2 61 
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Generally, comments/opinions expressed by the users in 
eWOM platforms are shorter in length since the eWOM user 
tends to express ideas relevant to the specific Facebook post 
content. In our study, the average word frequency received for 
comment was 5.3 approximately. Figure 2 and Figure 3 
represent the frequency of the words present in comments of 
the considered dataset relative to each aspect, after “Stop 
Word Removal” using the NLTK library. 

 

Fig. 3. Word Frequency Plot (100 samples): Price Aspect 

 
Fig. 4. Word Frequency Plot (100 samples): Safety Aspect 
 

E. Experiments 
In this section, the results of the basic experiment 

conducted with an existing Deep Learning-based Bi-
Directional Long Short-Term Memory (Bi-LSTM) to 
evaluate the performance of the dataset have been presented. 

As the initial step, the dataset was subjected to 
preprocessing. Sequences were generated to be utilized as 
features for the model. The 80% of the dataset randomly was 
split in to train split and 20% of the dataset was split as the 
test set to conduct the experiments with the model. One Bi-
Directional Layer was considered with a total of 240 neurons 
and finally classified the polarity labels by feeding to a 
softmax activation function, while total trainable parameters 
for the embedding layer, Bi-Directional layer, and dense layer 
was 164280, 231360, and 329929 respectively. The model 
training was conducted considering up to 200 training epochs 
on the training dataset for both aspects separately. Figure 5 
and Figure 6 respectively represent the accuracy score plot 
obtained for both aspects. 

 
Fig. 5. Accuracy Plot: Safety Aspect 

 
Fig. 6. Accuracy Plot: Price Aspect 

At this level of study, a manually annotated eWOM 
dataset consisting of 1197 opinions was considered for the 
above experiment. Using the above-explained Bi-LSTM 
model we were able to obtain an average accuracy score of 
0.83 (83%) for the price aspect and 0.85 (85%) for the safety 
aspect. This dataset can be further improved to utilize for 
analysis purposes by the parties stated in Section II. 

 
 

V. CONCLUSION 
This study has been driven with the objective to construct 

a human-annotated dataset for Aspect-Based Sentiment 
Analysis in the commercial food products domain with the 
utilization of the Facebook eWOM entity which is comprised 
of diverse opinions. The current version of the study 
presented three sub-tasks of Aspect-Based Sentiment 
Analysis as aspect category extraction, aspect term 
recognition, aspect category-wise polarity detection for each 
comment. Since this version of the dataset performed with a 
satisfiable accuracy for both “product price” and “product 
safety” aspects, it can be justified that, the study achieved the 
main aim of constructing an analysis-ready resource for the 
commercial food products domain. 
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Challenges of Adopting Blockchain Technology to 
Pharmaceutical Supply Chain – A Case Study From Sri 

Lankan Health Sector
 

  

 

 

Abstract — Ensuring the transparency of 
pharmaceutical supply chains is an important task to 
control the adverse health effects of counterfeit drugs. 
Blockchain technology has been widely recognized 
among supply chain researchers as a useful emerging 
technology to enhance transparency and security of 
various supply chains. However, the adoption of the 
blockchain technology in pharmaceutical supply chains 
is still in its infancy with only a handful of research 
reported to date. This paper presents the details of a 
conceptual model developed to explore the challenges of 
adopting blockchain technology to manage 
pharmaceutical supply chain while combatting against 
the flow of counterfeit drugs. The proposed conceptual 
model, which is based on a comprehensive review of 
literature, encapsulates the complex linkages between 
seven influencing factors namely 1) Relative advantage 
2) Upper management support 3) Human Resource 4) 
Compatibility 5) Cost 6) Complexity, and 7) 
Technological Infrastructure and Architecture. The 
factors evaluated in the framework interact and impact 
one another. The proposed framework can be utilized 
as a starting point for implementing blockchain 
applications in the pharmaceutical supply chain as well 
as by academics to develop, refine, and assess 
blockchain based research. As factors have been 
identified, practitioners will be able to develop a 
strategy for implementing blockchain in the 
pharmaceutical supply chain 

Keywords — Blockchain Technology, Blockchain 
Adoption, Drug Counterfeiting, Pharmaceutical Supply 
Chain 

I. INTRODUCTION 
Counterfeit and pharmaceuticals are a widespread issue 

that has a negative impact on public health. It has become 
a worldwide problem hence, counterfeit pharmaceuticals 
are on the rise, making it difficult to keep track of them. 
Counterfeit pharmaceuticals are common in developing 
countries including Sri Lanka. According to the World 

Health Organization WHO, counterfeit medications 
account for 25% of all medicines in developing countries 
and 10% of all medicines worldwide [1]. Supply 
management is a critical issue in all industries, but it is 
especially important in healthcare because of its increasing 
complexity. This is because any disruption in the healthcare 
supply chain has an impact on a patient's health. As the 
complexity is high, pharmaceutical supply chains are 
insecure and contain openings for fraudulent attacks. 

. The deletion of sensitive information from the Sri 
Lankan Government Cloud is a severe data loss recently 
occurred at National Medicine Regulatory Authority, 
NMRA. The unexpected deletion of sensitive data held by 
the Drug Regulatory Authority is a contradiction of rules 
and regulations. It was one of the most serious data 
corruptions in Sri Lanka, as there was no data backup. 
These circumstances develop as a result of a lack of 
transparency and a centralized structure. These situations 
arise as a result of a lack of transparency and the lack of a 
decentralized system. Currently By bringing better data 
transparency and improved product traceability, 
blockchains enable a safe and secure platform to solve this 
problem and, in some situations, prevent fraud from 
occurring. Thus, the aim of this research was to explore all 
of these challenges and giving insights about the feasibility 
of adopting blockchain technology to Sri Lankan 
Pharmaceutical Supply Chain. Built on the findings of this 
research, a conceptual framework was proposed to be used 
in the future as well in order to develop strategy for 
implementing blockchain in pharmaceutical supply chain. 

A. Why Blockchain 
Blockchain technology came into the world with the 

introduction of Bitcoin. With the invention of this 
technology (blockchain platform), it stated that it could be 
used to perform peer to peer transactions without going 
through a trusted party [2]. Blockchain is a decentralized 
and distributed ledger technology that maintain 
transactional data and is governed by a consensus 
mechanism. In the blockchain, users can make and verify 
transactions instantly without the need for a central 
authority.[3] In general, transaction validation is done by 
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network members coming to an agreement. It has blocks, 
which are a collection of transactions linked together by a 
cryptographic hash. Data that is significant to all parties can 
be updated in real time, eliminating the need for time-
consuming and eliminating fraud. As a result, each member 
of the network has a far better and more timely view of 
what is going on in the network.  

Blockchain technology is increasingly being used in 
innovative ways that are relevant to the challenges posed 
by the COVID-19 pandemic. The inadequacy of traditional 
systems to provide dependable and effective solutions to 
challenges caused by the global crisis has increased the 
value of blockchain applications. It becomes much easier 
to instantly see the origin of items and to search for 
complete supplies of an item without developing a 
centralized database by keeping suppliers and buyers on a 
shared ledger and recording all transactions on the chain as 
immutable records. Not only are centralized databases 
difficult to keep up to date, but they can also be easy targets 
for hackers [4]. The 
blockchain's trustless system can help tremendously in 
decreasing supply chain failures, especially when the 
epidemics like Covid-19 progresses. 

 

 

B. Pharmaceutical Supply Chain and Reasons for 
increase in counterfeit drugs 
Fig. 1 depicts the pharmaceutical supply chain in Sri 

Lanka. The National Medicines Regulatory Authority 
(NMRA), which is part of the ministry of health, nutrition, 
and indigenous medicine, as well as the State 
Pharmaceutical Corporation (SPC), Medical Supply 
Division (MSD), National Medicines Quality Assurance 
Laboratory (NMQAL) are in charge of overseeing the 
procurement, quality assurance, and distribution of 
pharmaceutical products, including medicines, in Sri 
Lanka. Under the Ministry of Health, the NMRA and 
NMQAL are separate authorities. Only drugs that have 
been registered with the NMRA can be manufactured, 
imported, and sold in Sri Lanka, according to the NMRA 
Act. To increase the quality, efficacy, and safety of the 

medication, there are acts and several health institutes in 
place. Local manufacturers are inspected by a team of 
officials linked to the Office of Medical Technology & 
Supplies and the NMQAL, while overseas manufacturers 
are evaluated by assessing their company profiles. 
Counterfeit medicine can enter the pharmaceutical supply 
chain through foreign suppliers, local suppliers, local drug 
manufacturers, and supply chain intermediaries, as shown 
in Fig. 1 

C. Improve Pharmaceutical supply chain with blockchain 

 As there are information losses and barriers at every 
step of the supply chain, it is extremely difficult to track the 
supply chain to investigate issues. Buyers and sellers 
require a trusted way to verify the real value of a product or 
service. [8]. Through the use of immutable records of data, 
distributed storage, and regulated user accesses, blockchain 
technology has the potential to improve traceability and 
transparency difficulties within the manufacturing supply 
chain. It would be possible to not only track the production 
and location of drugs using blockchain as an approach, but 
also to improve the traceability of falsified drugs [9]. 
Medical data sharing, privacy, and security can be 
considerably improved amongst healthcare professionals 
and the pharmaceutical industry by adopting blockchain 
technology [10]. Other than that blockchain can face cyber 
attacks/threats, which improve the reliability of the 
pharmaceutical supply chain. According to a statistical 
survey conducted by Statista, the financing investment in 
blockchain technology has increased dramatically 
worldwide since 2014 [11].  

II. OBJETIVES   
The pharmaceutical sector needs an effective supply 

chain management system to prevent counterfeit 
pharmaceuticals, and blockchain technology is the best 
available strategy for developing a faultless supply chain 
management system. When data security and privacy are 
the most crucial factors, it is the best alternative. This study 
aims to provide a thorough understanding of the numerous 
barriers to blockchain adoption in the Sri Lankan 
pharmaceutical sector. The study's findings will allow 
practitioners to better understand problems and their impact 
on the adoption process. Researchers and practitioners will 
be able to better grasp problems and their solutions as a 
result of the study's findings. This study aims to contribute 
to two different areas. Firstly, the existing pharmaceutical 
supply chain in Sri Lanka and potential usage of blockchain 
technology on supply chain will be identified. In second 
phase of the study barriers for the adoptability of 
blockchain will be identified. To the best of the knowledge, 
no research papers evaluating the adaptability of 
blockchain technology to the Sri Lankan context have been 
published. This study attempts to fill the current research 
gap about the adoptability of blockchain technology to the 
Sri Lankan Pharmaceutical Supply Chain 

Fig.1. Pharmaceutical supply chain in Sri Lanka 
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III. METHODOLOGY 

A. Data Collection 

The initial step of the analysis was to search the articles 
relevant to the study. The search criteria included keywords 
like “Blockchain”, “Supply Chain”, “Pharmaceutical 
Industry”, and the like. 155 related articles were found 
through the investigation. This search strategy was needed 
because the studies on pharmaceutica industry and supply 
chain management have appeared in a narrow range of 
publications. A comprehensive literature review was done 
to discover the knowledge available in the related fields. In 
databases like as Web of Science, Business Source 
Complete, Scopus, and Google Scholar, a simple search for 
the keywords "blockchain" and "adoption" generated many 
papers. Each paper was thoroughly examined to filter the 
irrelevant content to the work and finally, 78 articles were 
selected for the analysis. After analyzing the abstracts of 
each of the articles, it was discovered that only few of the 
of them have focused on the adoptability of blockchain. 
The important parameters were discovered after reading all 
those papers. At the end 27 papers were selected for the 
final review  

 
In terms of data collection, the data is gathered through 

a survey approach and interviews. When it comes to 
examining a phenomenon of interest, the survey approach 
and interviews are appropriate (in our case, blockchain 
adoption in pharmaceutical supply chain). This study 
incorporated extra items from the existing literature and 
changed them to match our research environment, similar 
to other recent studies that employed a survey technique 
approach and interviews to collect data. Interviews and 
questionires had been conducted among six groups who are 
pharmaceutical product manufacturers, pharmaceutical 
companies (importers), Medical Supply Division, NMRA, 
Sri Lanka Chamber of the Pharmaceutical Industry 
(SCLPI), Ministry of Health, and Technical experts. 
Employees at the director, manager, and executive levels 
with more than one year of experience were chosen for the 
data gathering. 

B. Data Analysis 
A 7-point Likert scale (range from "strongly disagree" 

to "strongly agree") is used to assess all constructs. Both 
qualitative data analysis techniques and quantitative data 
analysis techniques will be carried out to analyze the data 
precisely in a “Mixed Method Approach”. The developed 
hypothesis is tested using PLS SEM. The sample is 
gathered to meet the ten times rule's minimum sample size 
criterion for performing the PLS-SEM analysis. The 
respondent groups for the data gathering are chosen 
according to their areas of competence.  

C. Model Development 
To build the conceptual framework, the authors went 

through existing technology and literature to determine the 
most important aspects of blockchain technology. Expert 

opinions were taken by conducting structured interviews 
with professionals in the fields of pharmaceutical 
manufacturing industry and government organizations 
Formed on the analysis of the data collection and the 
systematic literature review of the literature, the conceptual 
model was developed by obeying to all those discoveries. 
Based on the data collection and the systematic review of 
the literature, the factors which may have an influence 
towards the adoption of blockchain technology to 
Pharmaceuical Supply Chain have been identified as the 
following. This research shows a number of different 
elements/factors that need to be considered when 
evaluating the adoptability of blockchain technology. 

 Cost 
 Complexity 
 Compatibility 
 Architecture 
 Human Resources 
 Relative Advantage 
 Technological Infrastructure 
 Upper Management Support 

 

D. Factors affecting adoption of Blockchain Technology 
         The factors that affect the adoption of blockchain in 
the pharmaceutical supply chain have been compiled based 
on a survey of published literature and answers from 
professionals with 1-20 years of experience in the 
pharmaceutical industry. A number of researchers have 
discovered substantial links between supply chain 
performance and other crucial characteristics, according to 
a recent study.  

Upper Management Support 

Managerial roadblocks have a significant impact on 
adoption decisions and are frequently linked to a company's 
strategic goals, particularly during technological 
implementation. Upper management commitment, on the 
other hand, can help spread technology, but it must remain 
active in order to accomplish the necessary results [12. The 
provision of training facilities is an important component 
in this context, as it ensures that employees have access to 
appropriate training in order to adapt to blockchain 
technology within the sector. [13]. 

Human Resources 
Completely digitizing all supply chain activities 

utilizing multiple data transmission systems is a significant 
decision. This will alter the entire way of operation, 
exacerbating the fear of change is a major reason why 
businesses are hesitant to accept 'new' technologies. This 
implies that once the owners believe in change, they will be 
able to guide their workforce toward effective blockchain 
adoption [14]. Additionally, management and employee 
reluctance to change might hinder blockchain technology 
adoption. Furthermore, organizational culture, which is 
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defined as the pattern of people's behaviors and practices 
inside the supply chain, is a crucial component that can 
impact the adoption of blockchains for performance 
enhancement [15].  
 
Compatibility 

Compatibility, which may be described as the ease with 
which blockchain technology can be integrated on essential 
platforms, is a key feature in this context [16]. With 
blockchain's growing popularity and the benefits it can 
provide to supply chains, pharmaceutical companies might 
be able to integrate it into their existing infrastructures [17]. 
 
Cost 

One of the most common causes for adoption resistance 
is financial concerns [18]. Hardware, software, 
recruitment, and in-house training are just a few of the 
essential aspects that might affect implementation costs, 
which include both opportunity costs and accounting costs 
[19]. Although it has cost-cutting benefits, blockchain is 
thought to be a technology with high up-front investment 
costs. Blockchain technology is regarded as an investment 
because it necessitates the purchase of new gear and 
software [20].  
 
Complexity 

From the standpoint of adopters, a blockchain is tough 
to comprehend in practice. Algorithms may make mistakes 
that people are unaware of until it is too late to correct. 
Potential adopters' hesitancy due to concerns about 
blockchain's complexity may exacerbate opposition, 
outweighing implementation intentions [21]. In 
pharmaceutical supply chain operations, supply chain 
performance is crucial, and achieving it has become 
increasingly difficult due to the growing complexity of 
operations in the digital age [22].  

 
Relative Advantage 

Blockchain has recently attracted a lot of researchers 
and practitioners’ interest and is seen to have the potential 
to disrupt a variety of industries [23]. "A decentralized, 
encrypted electronic distributed ledger that operates as an 
immutable, incorruptible linear event database of 
information/ transactions shared across networked 
participants," according to the definition of blockchain. 
[24] 
 

Technological Infrastructure 

The availability of infrastructure is another crucial 
aspect that might influence blockchain adoption, as it 
ensures that existing technologies are maintained and 
capable of meeting current infrastructure requirements 
[26].  

 

Architecture 

The technology's decentralized nature, as well as its 
potential for transparency and accountability, can create 
new environments in which people are less reliant on 
centralized, sometimes inefficient services provided by 
related and intermediary service providers [27]. The 
application of blockchain in supply chain is still in its early 
stages of acceptance, requiring a protracted deployment 
lifetime and a lot of unknowns about its significance for 
business processes. 

Information transparency is a major benefit of 
blockchain in the supply chain. Once data is uploaded to 
the blockchain, it cannot be withdrawn from the chain and 
remains accessible for the duration of the blockchain. 
Despite the fact that blockchains create a decentralized 
network, they are nevertheless managed by service 
providers, raising worries about possible illegal spying and 
data misuse [28]. 

B. Conceptual Framework 

 

Fig. 2 depicts the conceptual framework. The authors of 
this study created a conceptual framework for blockchain 
technology adoption in sri lankan pharmaceutical supply 
chain based on the literature (Table 1) and the insights from 
the experts of the Pharmaceutical Industry. The factors 
affecting the adoption of blockchain technology was 
examined through systematic literature review and 
interviews with experts and consultants. 

 
Fig .2. Conceptual Framework 
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When addressing blockchain implementation in the 
pharmaceutical supply chain in Sri Lanka, the conceptual 
framework suggested in Fig. 2 is a complete conceptual 
framework that provides an overview of components and 
their relationships. The framework can be utilized by 
government bodies and pharmaceutical companies to gain 
a better understanding of blockchain technology. It 
emphasizes the need of understanding the factors that 
influence technology adoption. This highlights the need of 
comprehending the interaction of factors and materiality 
during the transformation process, which ultimately 
influences the adoption of blockchain technology.          The 
framework can be used to comprehend the ramifications of 
adoption on a larger scale.  

Table 1.  Summary of main factors affecting adoption of blockchain 

Factors affecting adoption of blockchain References 

Relative Advantage Increase traceability of supply chain [5] [6] [9] [10]
[11] [13] [14] [16]
[17]

Increase transparency of supply chain 
Enhance the visibility and privacy of supply chain 
Enhance trust with descentralized nature 

Upper Management 
Support 

Upper managers actively respond and pay attention when 
blockchain based supply chain management project is initiated 

[1] [5] [9] [14]
[13] [15] [16]

Upper managers support by providing labour resources, materials 
for blockchain based supply chain project 
Upper managers are willing to accept risks when adopting 
Blockchain to supply chain 

Human Resource Existing knowledge gap [5] [9] [13] [14]
[16]Mindset of people 

Fear of change 
Organization culture 
Lack of understanding of blockchain technology 

Compatibility Compatible with the way we work [1] [13] [9][15]
[16]Compatible with our operations in supply chain 

Compatible with the supply chain management process 
Compatible with the other information systems used (ERP) 

Cost High investment cost [1] [13] [14] [15]
[16]High cost for training and recruiting 

Maintenance Cost 
Hardware and Software facility cost 

Complexity Blockchain is difficult to understand from a technical perspective [1] [3] [5] [15]
[16]Blockchain is conceptually difficult to understand from supply 

chain management perspective 
Interacting with the system does not require a lot of mental effort 

Technological 
Infrastructure 

The current technological structure adequate for blockchain [1] [9] [11] [15]
[16]Current internet service is efficient enough for blockchain 

There is sufficient infrastructure to adopt blockchain 
Sufficient large computing power 

Architecture Lack of Technological maturity [3] [5] [6] [9] [10]
[11] [14]Data Security 

Performance and Scalability 
Immutability Challenge 

Fig. 3. Awareness about the prevalence of counterfeit drugs in Sri Lanka 

ISSN 2756-9160 Page 37



 
 
 
 
 
 

   
  

 

INTERNATIONAL CONFERENCE ON ADVANCES IN TECHNOLOGY AND 
COMPUTING (ICATC-2021) 

Faculty of Computing and Technology (FCT), University of Kelaniya, Sri Lanka 
18th December 2021 

 

 

 

In addition to the factors identified for the adoption of 
blockchain technology to the Sri Lankan pharmaceutical 
supply chain, 90 % of respondents believe that the 
availability of counterfeit drugs is moderate/ high in Sri 
Lanka, according to the investigation (Fig. 3). Moreover, 
according to the fig. 6, most of the respondets have 
identified “Lack of monioring by the regulatory agencies” 
is the main reason for the prevalance of counterfeit drugs 
in Sri Lanka. Other than that, “Lack of political will to build 
a proper management system”, “lack of infrastructure”, 
“Corrupted government officers less support to change the 
system”, and “Lack of rules and regulations” are the major 
reasons for the prevalance of counterfeit drugs. As fig. 4 
depicts 95% of the respondents believe that effective 
technology will curb the counterfeit drugs in Sri Lanka and 
according to the figure 4, 91% of the people believe tha 

blockchain technology will curb drug counterfeiting. Only 
5% of people believe that blockchain technology will not 
be able to curb drug counterfeiting in Sri Lanka. All of 
these findings, and the factors identified, can be taken into 
account when developing a high-quality strategy to combat 
counterfeit pharmaceuticals from Sri lanka. 

IV. CONCLUSIONS 

       In contrast to earlier research that focused on 
blockchain adoption from larger supply chains and 
sustainable supply networks, the findings of this study 
provide a better knowledge of the characteristics that 
promote/enable blockchain adoption in the pharmaceutical 
supply chain in the context of Sri Lanka. The availability 
of specific blockchain tools, supporting infrastructure, and 
government regulation and support for the freight logistics 
business all influence adoption and implementation. 
Adoption factors in the pharmaceutical supply chain are 
discussed in the research as an important part of blockchain 
technology adoption. This research proposed a new 
framework of essential criteria that drive blockchain 
technology adoption in the pharmaceutical supply chain. 
These constructs could be used as a starting point for more 
in-depth theoretical research into the elements that 
influence blockchain adoption in the pharmaceutical 
supply chain. 

       From a managerial standpoint, the findings of this 
study are expected to aid the Sri Lankan pharmaceutical 
sector, blockchain service providers, and government 
agencies in focusing on the elements identified in this study 
in order to successfully implement blockchain. 
Furthermore, the findings of his research could be applied 
to other companies in emerging and developing economies 
and environments that are interested in digitizing their 
processes to improve transparency and competitiveness, 
reinforcing their utility. Future and further research into the 
area will benefit from these additional research avenues. 
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Software Test Effort Estimation Using Machine Learning 
Techniques

 

  

 

Abstract — Software testing is the method of 
verifying a software product to recognize any errors, 
gaps, or missing requirements versus the exact 
requirements. Manual testing and automation testing 
are the two strategies of software testing. Testing 
requires a good amount of time and effort in the 
software development life cycle. The Software 
Development Life Cycle includes Planning, Designing, 
Developing, Testing, and Deploying. Software testing is 
acknowledged as an essential part of the software 
development life cycle since it concludes whether the 
software is ready to be delivered. This paper presents 
several machine learning techniques for test effort 
estimation. Support Vector Machine (SVM), KNearest 
Neighbour (KNN), and Linear regression are the 
techniques considered for the public dataset namely 
Desharnais. 

Keywords — software testing, machine learning, 
effort estimation 

I. INTRODUCTION 
The project manager usually faces the problem of 

estimating the effort needed to develop a project. This task 
depends on the software engineers in the team but it can be 
measured with various procedures mainly Expert 
estimation, Top-down estimation, Bottom-up estimation, 
and parametric estimation methods. Some of these 
procedures are straightforward to apply but require many 
additional data while the others are time-consuming and 
difficult to use [1]. 

Indeed we make fundamental judgments, there are 
various drawbacks in effort estimation like the software 
engineers involved in the project and their expertise. But, 
businesses require to perform effort estimation. And 
usually, all these estimators are done to estimate the effort 
for a brand-new project by project managers who use their 
experience-based judgments and knowledge from previous 
projects. [2]  

It is a great challenge for a software company to 
develop a new software project of high quality within a 
predetermined budget and time. Many datasets have been 
used to estimate software effort that is publicly available in 

the PROMISE repository which is one of the most famous 
used repositories in the Software Engineering Community 
to estimate effort. Desharnais dataset[3] consists of 81 
projects collected by J.M. Desharnais in the late 1980s from 
a Canadian software house. The original dataset consists of 
12 attributes but in this study, the ProjectID attribute was 
omitted from the original dataset because it has no meaning 
to the study, the left are ten independent attributes and one 
dependent attribute (effort), all the values in this dataset are 
numeric but only one nominal attribute that is Language. 
Table 1. List of variables in Desharnais dataset  

Symbol Name 

TeamExp Team experience – measured in years 

ManagerExp Manager experience – measured in years 

YearEnd Year project ended 
Entities The number of entities in the systems data model 

(function points) 
Transactions A count of basic logical transactions in the 

system 
(function points) 

Length Actual project schedule in months 

PointsNonAjust Transactions + Entities (function points) 
PointsAdjust Function points adjusted by the Adjustment 

factor 
= 0.65 + (0.01 * PointsNonAdjust) 

Adjustment Function point complexity adjustment factor 
(Total Processing Complexity) 

Effort Actual Effort is measured in person-hours 
(Dependent) 

Language Programming Language 

 

In this study, we will discuss three machine learning 
techniques that could be used to predict the accuracy of 
effort estimation. KNN is one of the techniques used for 
classification problems, and it is one of the most simple 
classification techniques that should be the first option for 
a classification study. KNN works first by computing the 
distance between an instance with other instances and 
finding the k-nearest neighbor for that instance, then it 
estimates the effort. 

SVM is a set of machine learning methods used in many 
areas, such as classification and regression. SVM classifier 
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separates the instances from two different classes by using 
a hyper-plane which tries to maximize the margin. This 
increases the generalization capability of the classifier [4]. 

Classification and Regression both are types of 
supervised learning algorithms. Both are working on 
labeled data set and used for predicting the output. 
Regression analysis is a predictive modeling technique that 
estimates the relationship between two or more variables. 
Regression analysis focuses on the relationship between a 
dependent (target) variable and an independent variable(s) 
(predictors). Linear regression is one of the most 
commonly used predictive modeling techniques. It is 
represented by, 

𝑌𝑌 = 𝑅𝑅 + 𝑏𝑏1 𝑋𝑋1 + 𝑏𝑏2 𝑋𝑋2 +. . . + 𝑏𝑏n 𝑋𝑋n                           (1) 

where a is the intercept, b’s are the slopes of the line. 
This equation can be used to predict the value of a target 
variable based on a given predictor variable(s). 

II. OBJECTIVES 
Machine learning algorithms find natural patterns in 

data that generate insight and help make better decisions 
and predictions. They are used every day to perform critical 
decisions in medical diagnosis, stock trading, energy load 
forecasting, and more. This research focuses on selecting 
appropriate machine learning technique for software 
testing effort estimation and fitting a model. 

III. METHODOLOGY 
In this research, SVM, KNN, and Linear regression 

techniques were used, and the accuracy for each model was 
compared applying to the Desharnais data.  

The final model was obtained for the highest accuracy. 
The independent variables were identified according to the 
high correlation coefficient values. 

 
Fig. 1. How the estimation works 

IV. RESULTS AND DISCUSSION 
In this section, we will discuss the results of three 

machine learning techniques. 

We get positive correlation coefficient values for the 
variables Length, Transactions, Effort, PointsNonAdjust, 
and PointsAdjust among 11 variables described in Table 1. 
Table 2. Coefficient of determination (R2) values 

Model Coefficient of determination (R2) 

Linear Regression 0.84 

KNN 0.71 

SVM 0.79 
 

We get the highest accuracy for the Linear regression 
model. The below table represents the coefficient values of 
each independent variable for the linear regression model. 
Table 3. Coefficient values of each variable  

Variable Coefficient 

Length 253.35 

Transactions -16.09 

Effort -4.39 

PointsNonAdjust -20.49 

PointsAdjust 39.29 

Intercept 394.02 

 

V. CONCLUSION 
This study was done to evaluate the machine learning 

techniques by applying them to the Desharnais data set to 
predict software test effort for a new project. 

The results describe the possibility of using the Linear 
regression method to predict the software effort with a 
coefficient of determination of 84%, the KNN method of 
70%, and SVM with 79%. 

We have seen from Table 1, that when we apply the 
Linear Regression model it has the highest accuracy for 
effort estimation. According to Equation 1, finally, we can 
fit the model for effort estimation where Y is Effort, X's are 
Length, Transactions, PointsNonAdjust & PointsAdjust, 
b's are the coefficient values and a is the Intercept listed in 
Table 3. 

As mentioned earlier Desharnais data has only 81 
project data. Therefore, a large data set can be used to train 
and test the model with better accuracy. 
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A Deep Neural Network Approach for Analysis of Firewall 
Log Data

 
  

 

 

 

Abstract — In this paper, we propose an intelligent 
approach for the classification of incoming and 
outgoing firewall traffic packets. A firewall is a 
quintessential tool that ensures the control of traffic 
over machines’ communication over a network. It uses 
a set of specific rules to define the traffic and thus assists 
in avoiding cyber-attacks which can be very costly to an 
organization. Our intelligent approach is mainly 
through the application of the Deep Neural Network 
(DNN) Machine Learning algorithm so that packets 
going through the firewall can be automatically 
classified as either allow, deny or drop. Our 
experiments demonstrate a classification accuracy of 
around 94%, which is higher when compared with 
other approaches. 

Keywords — Firewall, DNN, Classification 

I. INTRODUCTION 
A firewall is software that is used to detect malicious 

data from incoming and outgoing packets on the internet. A 
firewall normally sets up a wall between a trusted network 
and an untrusted network, like the Internet It is important to 
have a firewall installed on a computer as it helps to protect 
the user from cyber-attacks and corrupted data. The main 
job of a firewall is to inspect packets transferred between 
computers. The firewall has a set of rules which indicate the 
appropriate action to each packet. There are 3 main actions 
regarding a packet is “allow”, “deny” and “drop”. With the 
help of machine learning, the firewall can become more 
accurate to classify the packets to their corresponding set of 
rules, which can result in a more secure network 
everywhere.  

The main objective of this research is (i) to propose the 
modelling and implementation of a classifier model based 
on Deep Learning techniques and, (ii) to perform a  
comparative study that evaluates the performance of the 
proposed model.  

 

II. LITERATURE REVIEW 
     The following segments portray different work 
completed by researchers utilizing different machine 

learning algorithms and methodologies carried out. This 
study [2] analysed data of a network using supervised 
machine learning techniques. To classify the data set 
obtained from the UCI machine learning repository, a self-
organizing feature map (SOFM) and K-means algorithms 
were used. The authors achieved an accuracy of 97%. 
     This paper [3] proposed a classification framework that 
can be utilized in the firewall frameworks to create a 
legitimate classification for every transmitted packet by 
breaking down packet parameters by using shallow neural 
network (SNN) and optimizable decision tree (ODT) as 
machine-learning methods. In particular, the proposed 
models were utilized to prepare and group the Firewall 
dataset into three classes: “allow, “deny,” and “drop/reset.” 
The experiment scored an accuracy of 98%, and 99% for 
SNN, and ODT respectively.  
     [4] Analysed 500,000 instances using 6 features, which 
have been generated from Snort and TWIDS. The Action 
parameter was selected as the class attribute. The “Drop” 
and “Allow” parameters have been specified for the Action 
class. The firewall logs dataset was analysed and the 
features were inserted into machine-learning classifiers 
including Naive Bayes, kNN (k-Nearest Neighbours), One 
R and J48 using Spark in the Weka tool. The authors also 
compared the classification accuracy of these algorithms in 
terms of measurement metrics including Accuracy, F-
measure and ROC values. 
     This experiment [5] proposed predictive models for 
predicting the work status at the finishing stage in the HPC 
framework. The model can be utilized as a device for 
checking the jobs in the HPC framework. The authors 
developed and built three models including HPC-CNN, 
HPC-AlexNet, and HPC-VGG16 based on the two 
machine learning techniques, which involved Initial and 
Transfer Learning of Convolutional Neural Network based 
on the HPC-work load dataset. Moreover, the three state-
of-the-art Machine Learning methods: Artificial Neural 
Network (ANN), Classification and Regression Tree 
(CART) and Support Vector Machine (SVM) are used as 
the baseline models for performance comparison. The 
results show that the model that performs the best 
predictive performance is the proposed HPC-CNN model. 
The authors achieved 76.48% accuracy with the HPC-CNN 
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model followed with the CART model (75.60%), while the 
SVM model performs lowest the accuracy at 66.80%. 
     This study [6] classified some data from the Firewall 
Device used at a university, using a machine learning 
algorithm called multi-class support vector machine 
(SVM) classifier. As activation function for SVM 
classification they used linear, polynomial, sigmoid and 
Radial Basis Function (RBF). The authors measured the 
performance of the classifier by observing the estimation 
esteems of F1 score, recall and precision. The Action 
column is selected as the class attribute. The “deny”, 
“drop”, “allow” and “reset-both” attributes were 
implemented for the Action class. To obtain the maximum 
precision value in the classifier, SVM responses have been 
evaluated. The authors attempted to acquire the best 
activation function for the F1 score value. For each class, 
Receiver Operating Characteristic curves were also done.  

III. METHODOLOGY 
In this study, the Internet Firewall Dataset from UCI 

Machine Learning Repository was used [8]. The 
classification process is commonly done by coordinating the 
network packets against a set of guidelines and rules to 
block digital dangers from accessing the network. 
Subsequently, the firewall framework continues with either 
to "allow," "deny," or "drop/reset-both" the approaching 
packet. [1] 

 To classify the firewall log information, 11 of the 
characteristics in the informational index were chosen. 
While choosing information, it is critical to choose credits 
that have more numerical qualities. The action parameter 
has been acknowledged as a class. Table 1 shows the 
parameters and their description. [6] 
Table 1. Dataset Columns and Description 

Columns Description 
Source Port The client source port number 
Destination Port The client destination port number 
NAT Source Port Network Address Translation 

Source Port Number 
NAT Destination 
Port 

Network Address Translation 
Destination Port Number 

Action allow, deny, drop, reset-both 
Bytes Total Bytes 
Bytes Sent Bytes Sent 
Bytes Received Bytes Received 
Packets Total Packets 
Elapsed Time 
(sec) 

Elapsed Time 

Pkts_sent Packets Sent 
Pkts_received Packets Received 

   There are 4 parameters in the action attribute used as a 
class. Descriptions of these parameters are shown in Table 
2. [6] 
 

 

Table 2. Dataset Action and Description 

Action Description 

Allow Explicitly allows traffic that matches the 
rule to pass 

Deny The firewall sends an ICMP type 3 
(destination unreachable) message response 
back 

Drop The packet will be drop 

Reset-
both 

A TCP reset is sent to both the client-side 
and server-side devices 

 

 Imbalanced classification represents a test for predictive 
modelling as the vast majority of the machine learning 
utilized for classification was planned around the 
assumption of an equivalent number of attributes for each 
class. This outcome in models that have poor predictive 
execution, explicitly for the minority class. As shown in Fig. 
1, the dataset is imbalanced. 

 
Fig. 1. Unbalanced Dataset 

 
 To counter this problem, the dataset needs to be 
balanced with resampling methods. The “reset-both” class 
has too few data to be re-sampled, so we merged “reset-
both” and “deny” classes into one class. Undersampling was 
used to balance the uneven dataset by keeping each of the 
data in the minority class and diminishing the size of the 
larger part class. 
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Fig. 2. Balanced Dataset 

 
 To have this prediction take place, we had to remap the 
variables of the Action column to 0, 1, 2 because the model 
does not work well with string values. 
Table 3. Action and Mapped Value 

Action Mapped Value 

Allow 0 

Deny 1 

Drop / Reset-both 2 

 

For this model, an artificial neural network classifier 
with a standard scaler was used. Two hidden layers were 
configured with 10 and 5 neurons respectively. The L2 
penalty was also configured to reduce the risk of overfitting. 

The study was carried out on a laptop with specifications 
shown in Table 4. Anaconda [9] was used as software and 
scikit-learn [10] and imbalanced-learn [11] as main 
libraries. 

 
Table 4. Laptop Specifications 

CPU Intel(R) Core (TM) i5-1035G1 CPU 
@ 1.00GHz, 4 Cores, 8 Logical 
Processors 

GPU Intel (R) UHD Graphics 

RAM 8 GB DDR4 

Hard Disk 1TB 5.4K RPM SATA Hard Drive 

 

To build a more generalized model which can perform 
well on unseen data, k-fold cross-validation was used to 
partition the data. In this model, the data is split into 5 folds 
as this value have been shown exactly to yield test error rate 
estimates that experience neither from excessively high bias 
nor from very high variance 

To avoid overfitting, a simple hidden layer was used 
with the default iteration and the L2 penalty parameter. The 

most common term for L2 penalty is L2 regularization. L2 
regularization attempts to decrease the chance of overfitting 
by keeping the values of the weights and biases small. 

To assess the performance of the models, four evaluators 
including accuracy, precision, recall, and F1-score were 
selected. All evaluators are figured from the confusion 
matrix table. [1] 

The true positive (TP) is the number of the predicted 
data is “True”, and the actual data is “True”. The false-
negative (FN) is the number of the predicted data is “False”, 
while the actual data is “True”. The false positive (FP) is the 
number of the predicted data is “True”, while the actual data 
is “False”. The true negative (TN) is the number of the 
predicted data is “False”, and the actual data is “False”. [1] 
[12] 

The accuracy (1) is an evaluator that assesses the overall 
performance of the model. The recall (2) regards the model 
performance based on the actual value point view. 
Meanwhile, precision (3) observes the model performance 
based on the predicted value point of view. The F-measure 
or F1 score (4) is a harmonic mean of precision and recall. 
[1] 

Accuracy =
TN + TP

TN + FN + TP + FP
 (1) 

Recall =  
TP

FN + TP
 (2) 

Precision =  
TP

FP + TP
 (3) 

F1 = 2 X 
Recall X Precision
Recall + Precision

 (4) 

 

IV. RESULTS AND DISCUSSION 
Fig. 3 shows the confusion matrix which predicts an 

evaluation metric for the classification model of train 
values.  

 
Fig. 3. Confusion Matrix for Train data 
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Table 5. Train Accuracy 

Precision Recall F1-score Accuracy 
96.17% 95.81% 95.84% 95.81% 

 

Fig. 4 shows the confusion matrix which predicts an 
evaluation metric for the classification model of test values.  

 
Fig. 4. Confusion Matrix for Test data 

Table 6. Test Accuracy 

Precision Recall F1-score Accuracy 
95.45% 94.93% 94.97% 94.49% 

Fig. 5 shows the train v/s test accuracy during the 5-flod 
cross-validation.  

 
Fig. 5. Train v/s Test accuracy 

Table 6 illustrates the test result for classifying the 3 
classes log event. The model is giving accuracy up to 
94.49%. Hence using our model, the network log data 
auditing and analysis can be done most optimally. 

To acquire an understanding of the proposed model’s 
benefits, our model was analysed by contrasting its 
accuracy with other best AI-based firewall-activity 
classification models in terms of classification performance 
metrics. The examinations are given in Table 7 beneath. 
 

 

 

Table 7. Existing models and their accuracy 

Research Year ML Technique Accuracy 

Fatih Ertam et.al [6] 2019 Support Vector Machine 
(SVM) 

79.40% 

Anupong Banjongkan 
et.al [5] 

2020 Convolutional Neural 
Network 

(CNN) 

76.50% 

Shridhar Allagi et.al [2] 2020 Self-Organizing 

Feature Map (SOFM) 

97.20% 

Adrian Pırıu et.al [7] 2019 Deep Neural 

Network (DNN) 

92.82% 

Our Model 2021 Deep Neural 

Network (DNN) 

94.49% 

 

 Our model has a higher classification accuracy than 
most of the other existing related machine learning-based 
models. 

V. CONCLUSION 
The main objective of this paper was to develop a 

machine learning model, using Deep Neural Network 
representations. 11 features from the Internet Firewall 
Dataset from UCI Machine Learning Repository were used. 
As the dataset was imbalanced, undersampling method was 
used to create a generalized model. Our experiments made 
use of the k-folds technique and regularization to avoid 
overfitting. The proposed model has achieved 94.49% 
accuracy with testing data and 95.81% with training data. 
When comparing the accuracy of our approach with other 
research works, we noticed that ours performs better.  

As future work, the plan is to integrate this trained 
model into a live system to better assess its generalization 
performance. 
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An Approach to Detect Fileless Malware that Maintains 
Persistence in Windows Environment

 

  

 

Abstract — The rapid enhancement of the Internet in 
the past few years has increasingly impacted the general 
public’s work and life. As a drawback, this enhancement 
has also led to a major increase in malicious software on 
the internet causing great security threats to the 
consumers of the internet. Currently, a new type of 
malware class called Fileless malware has come into 
action causing more destructive damages. As the name 
Fileless suggests, these types of malware programs are not 
files or executables, but a malicious activity that runs 
entirely in the memory, leaving the slightest evidence on 
the targeted host machine. Microsoft Windows is one of 
the most widely used operating systems both in personal 
desktop computers and enterprise computer systems and 
is highly targeted by Fileless malware. This paper 
provides an approach to detect fileless malware that 
maintains persistence in the Windows environment using 
Fileless malware behavioural data and deep learning-
based classification models. 

Keywords — fileless malware, windows, deep learning 

I. INTRODUCTION 
It is predicted that the cost of global cybercrime will 

increase by 15 percent annually over the next five years 
which is estimated to reach $10.5 trillion USD annually by 
2025. This projected cost includes theft of intellectual 
property, loss of personal and financial data, stolen money, 
restoration of destructed infrastructure and reputational harm 
[1]. The defensive systems, techniques and tools are 
improved continuously to avoid cybercrimes and to reduce 
the harm of consequences. But cybercrimes are consistently 
growing mainly due to the facts like an increase in the number 
of internet users, increase in the number of connected 
devices, increase in the variety and complexity of services, 
and increase of digitalization [2]. Almost every day 
technology consumers are introduced to new types of 
malware that cause them severe destructions including 
privacy-related issues. According to AV-TEST security 
reports, nearly 140 million new malware pieces have been 
introduced only during 2021. 

Malware is basically a piece of software or a code that is 
inserted into a computer system with the objective of 
compromising the computer functions, stealing data, or 
evading access control without user knowledge. In order to 

evade detection, a malware uses different types of more 
advanced and sophisticated techniques. Thus, some variant of 
malware uses a technique that is running within the memory 
rather than from a file and those are called fileless malware 
[3]. For ease of reference, fileless malware can be categorized 
in various ways such as initially by their entry point, secondly 
by the form of the entry point, and finally by the type of the 
infected host [4]. A fileless malware is developed to be 
concealed from antivirus software making the detection 
difficult. The attack lifecycle of a fileless malware consists of 
various stages where stage 1 focuses on the initial delivery of 
attack, stage 2 targets the persistence, stage 3 is the execution 
and completes the attack once the objectives are met [5]. 
These stages are illustrated in Fig. 1.  

 

 

 

 

 

 

 
Fig. 1. Lifecycle of filelesss malware attack. 

Stage 1. Delivery: Social engineering methods are often 
used by these attackers to commence the initial delivery. In 
this stage, two main strategies are used to evade detection by 
antivirus signature scanning which are, downloading directly 
into memory and use of trusted applications. Attackers tend 
to get a whitelisted and approved application; thus security 
software will not inspect legitimate software [5]. 

Stage 2. Persistence:  To achieve persistence, attackers 
store the malicious code in unusual locations in the operating 
systems or common utilities such as the Windows registry, 
Windows Management Instrumentation (WMI) store, SQL 
tables or scheduled tasks. Code is injected into a system 
process and will seem like coming from a legitimate process 
[5]. 

Stage 3. Execution: After the persistence, malware will 
depend on Windows internals like PowerShell, JavaScript 
and Macro execution of the official documents and other 
legitimate executables to commence the execution [5]. 
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Fileless malware attacks are initiated directly on most 
Windows applications and system administration tools like 
PowerShell and Windows Management Instrumentation 
(WMI) to exploit and spread the infection [6]. One of the 
main concerns behind Windows being a victim of fileless 
malware is the development of the Microsoft .NET 
framework. Though .NET was able to provide a significant 
contribution to enhance the software development process, 
unintentionally revolutionized the malware industry by 
providing a much easier surface for the malware coders to 
develop and spread malware and attain their unethical goals 
[5]. Windows administrative tools which are already installed 
on the victim’s software can be easily used to launch the 
initial infection and also to commence the attack which is the 
main reason for the fileless malware to be a serious concern 
for Windows users [7].  

According to WatchGuard’s Internet Security Report for 
Q4 2020, fileless malware attack rates had grown by nearly 
900% in 2020 compared to 2019 [8]. Due to the unforeseen 
fileless malware rising trends, many organizations are at a 
higher risk. Because of the fileless nature of these types of 
malware pieces, they are difficult to be detected by traditional 
anti-virus software. Windows OS is more vulnerable to 
fileless malware because of its system administration tools 
like PowerShell, WMI and also applications like Microsoft 
Office Macros. Though Microsoft has implemented next-gen 
anti-virus capabilities like Antimalware Scan Interface 
(AMSI), according to Sophos, AMSI is not a remedy for 
fileless malware since attackers are continuously finding 
methods to obfuscate malicious codes and bypass these kind 
of anti-virus solutions [9]. Therefore, same as other complex 
malware, fileless malware detection has been a serious 
concern for today’s technological world. 

Various traditional mechanisms [5], signature-based 
[10],[11] and heuristic-based techniques have been used to 
detect fileless malware. Due to the considerable drawbacks 
of signature-based techniques, some techniques have been 
implemented using heuristic-based machine learning and 
deep learning approaches. As machine learning models, 
classification algorithms like Perceptron [7], SVM, RF, XGB 
[12] and as deep learning models, MLP and CNN [13] have 
been mainly used. Most of the research works are limited to 
detecting PowerShell based malware and also there is a least 
deliberation towards malware persistence. Because of the 
freshness of this topic and the complexity of these types of 
malware, there is a lack of research regarding fileless 
malware detection and prevention techniques [7]. Thus, there 
is a noticeable gap in proper mechanisms to detect fileless 
malware that maintain persistence in the Windows 
environment. 

The purpose of this research is to get a systematic 
approach to develop a solution that detects fileless malware 
which maintain persistence in the Windows environment. 
The research objectives are as follows: To identify the current 
techniques and mechanisms used by intruders to initiate 
fileless malware attacks on the Windows environment. Then, 
to identify the static and dynamic behaviours of fileless 
malware on Windows environment. Next, to develop a model 
to detect fileless malware that maintain persistence in the 

Windows environment using the identified behavioural data. 
Finally, to identify a suitable mechanism to test the validity 
of the proposed model. 

In this study, a systematic approach is taken to address the 
concern of how to detect fileless malware that maintain 
persistence in the Windows environment. This approach 
includes the analysis of the current fileless malware 
techniques and the development of a mechanism to detect 
Windows fileless malware. The remainder of the paper is 
organized as follows: In section 2, a discussion is made on 
the review on the existing literature. Then in section 3, the 
methodology is described. Results and discussions are 
explained in section 4. Finally, in section 5, the conclusion is 
included with limitations and future work.  

II. LITERATURE REVIEW 
This study is an approach to investigate and understand 

the techniques that are being used to initiate fileless malware 
in the Windows environment by reviewing the existing 
literature. In addition, the identified techniques are mapped 
into an industry-standard framework called MITRE 
ATT&CK framework for further analysis. 

In [5], fileless malware techniques are categorized based 
on the evasion techniques that are targeted by the malware 
authors which are malicious documents, malicious scripts, 
living off the land, and malicious code in memory. According 
to [14], fileless malware attack techniques are categorized 
into memory-resident malware, Windows registry malware, 
rootkits, process hollowing/injection attacks, reflective DLL 
injection, dynamic data exchange attacks, and dual-use tool 
attacks. Since this study mainly focuses on malware 
persistence, further discussion is made on persistence attack 
techniques. 

Persistence attacks are mainly targeting to existing inside 
the victim’s system for a longer period of time until the 
attack’s goal is accomplished. To gain persistence, attackers 
use many evasion mechanisms such as malicious documents 
and scripts and living off the land techniques. Adversaries 
often compromise the legitimate Windows administration 
tools like PowerShell and WMI to evade detection and 
maintain persistence inside the system [15]. Further, these 
malware pieces are typically stored in unusual locations in the 
system like operating system utilities, WMI store, SQL 
tables, Windows registry, or OS task scheduler. While 
maintaining persistence, attackers look for the vulnerabilities 
in the system to exploit and steal data. Most of the time living 
in the system and running the fileless malware in the 
background as a service leads to a successful attack since the 
detection is difficult. 

In Windows registry malware attacks, attackers mainly 
target to embed the malware deeply inside the Windows 
registry [14]. Windows registry is a system-level database 
that stores settings which are required for the operations of 
Windows OS and some applications. The malicious payload 
is injected into the registry and after accomplishing the 
malicious objective it can destruct itself without leaving 
traces. There are several attack methods in Windows registry 
malware. One is adding JavaScript code into the registry and 

ISSN 2756-9160 Page 48



 
 
 
 
 
 

 

INTERNATIONAL CONFERENCE ON ADVANCES IN TECHNOLOGY AND 
COMPUTING (ICATC-2021) 

Faculty of Computing and Technology (FCT), University of Kelaniya, Sri Lanka 
18th December 2021 

the code is executed when a legitimate application is running. 
Another method is process hollowing which is replacing the 
legitimate process in the memory with a malicious payload 
by injecting. More sophisticated attacks are capable of 
performing multiple process injections thus, the detection is 
entirely difficult. 

In addition to the review on literature, these identified 
techniques were mapped with the MITRE ATT&CK 
framework which is a behavioural model and a curated 
knowledgebase created by the MITRE cooperation that 
includes information regarding cyber adversary behaviour 
signifying the different stages of an adversary’s lifecycle and 
their targeted platforms. With this analysis, new possibilities 
of fileless malware techniques, tools, attack procedures are 
identified along with examples of the malware types that use 
the techniques. Table 1 defines the findings of the analysis. 
Table 1. Techniques, tools, attack procedure and malware examples from 
ATT&CK framework 

Technique Tool Attack Procedure Malware 
Examples 

Use of 
command 

and 
scripting 

interpreter 

PowerShell 

Abusing PowerShell 
commands and scripts 

for execution of 
malware, information 
discovery, download 
and run executables 
from the Internet. 

APT19, 
APT28, 
APT29, 

PowerSploit, 
njRAT 

 

Windows 
Command 

Shell 
(cmd) 

Batch scripting to 
automate the 

execution of the 
malware. 

Opening a reverse 
shell or a remote shell 

on the system to 
execute commands. 

4H RAT, 
ABK, abdupd, 
admin@338, 

APT1, APT18, 
APT41 

 JavaScript 

Abusing various 
implementations of 

JavaScript to execute 
malicious behavior 

like hosting malicious 
scripts on websites or 

downloading and 
executing scripts as 
secondary payloads. 

Poweliks, 
Astaroth, FIN6 

Process 
Hollowing API calls 

Creating a process in 
a suspended state and 
hollowing its memory 

which then be 
replaced with 

malicious payload. 
Use of native 

Windows API calls 
like CreateProcess, 

ZxUnmapViewOfSect
ion, 

NtUnmapViewOfSect
ion, VirtualAllocEx 

Agent Tesla, 
Astaroth, 

Bazar, Smoke 
Loader 

Process 
Doppelgang

ing 

Windows 
Transactio
nal NTFS 

(TxF) 

Exploiting TxF to 
replace the memory 

of a legitimate 
process. 

Bazar, 
Leafminer, 

SynAck 

DLL/ PE 
Injection PE files 

Before loading the 
DLL, writing the path 
in the virtual address 

space of the target 
process. 

Aria-body, 
ComRAT, 

PowerSploit 

Use of Windows 
native API calls such 
as VirtualAllocEx, 

WriteProcessMemory 
and 

CreateRemoteThread. 

Modify 
Registry 

Command 
line 

utilities 

Hiding configuration 
information within 

Registry keys. 
Gaining persistence in 

the system. 
Use of Reg command 
line utility for registry 

modification. 
Adding an entry to the 

“run keys” in the 
Registry hives or in 

startup folder. 

ADVSTORES
HELL, 

BADCALL, 
Cardinal RAT, 

Netwalker 

Rootkits 

Master 
Boot 

Record, 
System 

Firmware 

Intercepting and 
modifying system 

API calls while living 
in the kernel level 

ZeroAccess 

Dynamic 
Data 

Exchange 

Visual 
Basic for 

Applicatio
ns (VBA) 

macros 

Infecting MS Office 
applications with 
DDE commands 

APT28, 
APT37 

 

III. METHODOLOGY 
This section describes the methodology utilized to 

perform the research, including the behaviour analysis of 
fileless malware using a sandbox environment and data 
collection. Finally, to determine a suitable deep learning 
based fileless malware classification model. 

A. Fileless Malware Behavior Analysis 
In this section further discussion is made on the behaviour 

of fileless malware using the behaviour reports of Poweliks 
malware from the Cuckoo sandbox. 

Cuckoo sandbox is an open-source automated malware 
analysis sandbox [16], which consists of features like tracing 
API calls and general behavior of the files, and advanced 
memory analysis [17]. When creating the sandbox 
environment for the analysis, Cuckoo sandbox was chosen 
since its advanced features and functionalities. For the host 
environment a PC with 8GB memory, 1TB hard disk and 4 
core processer was used. Ubuntu LTS 18.04 was installed as 
the operating system for the host environment. The guest 
environment was created using Virtual Box 5.2.4 with 
hardware specifications of 2GB memory and 32GB hard disk. 
Windows 7 operating system was used for the virtual 
machine and Google Chrome, MS Office applications, and 
Adobe Reader was installed as an additional software. 

Poweliks malware is one of the first fileless malware that 
has the ability to do a Ransomware infection on a computer 
system [18]. According to Symantec report [19] on Poweliks 
malware was an evolution of the file-based malware called 
Wowliks. This malware uses registry manipulation and 
persistence techniques during the attack. When the JavaScript 
script which contains the malicious payload runs, a new 
registry entry will be added to the registry. This is then used 
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for the fileless execution. Using an alternate data stream, the 
original file is deleted leaving no traces in the system but the 
registries will be maintaining the persistence continuously 
contacting the malicious command and control server for 
information stealing or other purposes. 

A sample Poweliks trojan from ‘VirusShare’ was 
executed on the Cuckoo sandbox environment for behaviour 
analysis. Using the JavaScript command, it had created a 
registry key to a long series of bytes to store the malicious 
configurations. As a persistence technique, it had installed 
itself for autorun at Windows startup which is shown in Fig. 
2. 

 
Fig. 2. Installation at Windows Startup for autorun. 

Moreover, it allocated execute permission to another 
process and resumed a suspended thread in a remote process 
which is potentially indicative of possible code injection.  
Windows command-line utility had used for the command 
execution and other applications were not used during the 
execution. Further, this malware had tried to reach some IP 
addresses rather than a domain which did not respond back 
that can be potentially indicative of command-and-control 
traffic. To conclude, this behaviour of Poweliks malware 
which is a real-world example of fileless malware indicates 
previously discussed evasion techniques. 

B. Data Collection 
‘VirusShare’ malware repository and ‘theZoo’ malware 

repository was used to get the malware samples. The selected 
malware sample includes malicious Windows PE files, .NET 
binaries, known Windows fileless malware, PowerShell and 
WMI based malware. To create the dataset, initially, each 
malware was executed in Cuckoo sandbox environment and 
collected the reports. For this purpose, the same environment 
that was used for the behavior analysis was used with same 
conditions. Each collected report is in JSON format and 
contains all the information regarding the execution process 
including API calls, memory buffer and string values. All 
together 3085 malware sandbox reports were collected. 
Benign malware samples were also collected from Portable 
Freeware collection [20]. The collected sample also executed 
in the same sandbox environment and 1100 benign malware 
reports were collected. 

C. Data Preprocessing 
For data preprocessing, API calls were selected from 

registry and system categories because according to the 
identified fileless malware techniques system and registry 
related API sequence will be effective when determining 
fileless persistence attacks. API call sequences for each 
malware was converted to the given unique index value of the 
sandbox report. The same technique was used for the benign 
samples as well. After the sequential data, in the last column 
of the CSV file ‘1’ was given if it was malware and ‘0’ was 

given if it was benign malware. The prepossessed data was 
then used to train the sequence data classification model. 

D. Sequence Data Classification 
API call sequence represents the behaviour of the 

malware across certain period. This behavioural data can be 
trained using a classification algorithm to develop a model 
that detects fileless malware from its behaviour. For this 
purpose, deep learning classification was chosen because, as 
specified by the authors, there is a higher detection ability for 
deep learning when compared to traditional shallow learners 
such as SVM [21]. For this paper, two deep learning-based 
sequential classification models that are LSTM and BI-
LSTM models were used to train the dataset. 

1) Long short-term memory (LSTM): LSTM is a 
variant of the recurrent neural network (RNN) which was 
proposed by Hochreiter and Schmidhuber who had applied 
three gates to solve the vanishing gradient problem of RNN 
[22].  

 
Fig. 3. A Long Short-Term Memory Cell. 

LSTM networks are similar to RNNs except for the 
updates of the hidden layer are replaced by purpose-built 
memory cells. Therefore, LSTM provides better results for a 
long range of data with dependencies. The structure of the 
LSTM cell [23] is represented in Fig. 3 and it can be 
implemented as follows: 

 it = σ(Wxixt + Whiht−1 + Wcict−1 + bi) (1) 

 ft = σ(Wxfxt + Whfht−1 + Wcf ct−1 + bf) (2) 

 ct = ftct−1 + ittanh(Wxcxt + Whcht−1 + bc) (3) 

 ot = σ(Wxoxt + Whoht−1 + Wcoct−1 + bo) (4) 

 ht = ottanh(ct) (5) 

In Equation (1), (2), (3), (4), (5), where  is the logistic 
sigmoid function, and i, f, o, c, are input gate, forget gate, 
output gate and cell vectors respectively. The cell vectors and 
hidden vector h, all are in the same size. W is the weight 
matrix, and b is the bias vector. The activation value ht of the 
hidden unit at time step t can be calculated using the 
information at various times [23]. It is possible because the 
gating mechanism works through storing the historical 
memory.  
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Fig. 4. A Long Short-Term Memory Model. 

2) Bi-directional LSTM (BI-LSTM): BI-LSTM inputs 
run in two ways, that are in forward and backward directions. 
Therefore, forward states and backward states for a specific 
time frame can be utilized efficiently.   

 

 
 

Fig. 5. A Bi-directional Long Short-Term Memory Model. 

BI-LSTM connects the two hidden layers to the same 
output layer which is shown in Fig. 5 [24]. 

E. Model Trainig 
For the model training, preprocessed dataset was used. 

The dataset includes 3050 malware API sequences and 1050 
benign malware API sequences. The dataset was split to 
approximately 6:1 ratio for training and testing respectively. 
Table 2. Dataset information 

 Training Testing Total 
Data (malware & 

benign) 3500 600 4100 

Both LSTM and BI-LSTM models were trained using the 
dataset. In Table 3 it shows the parameters that were used in 
model training. 
Table 3. Parameter table 

Training 
Parameters LSTM BI-LSTM 

Embedding Word2vec Word2vec 

Batch size 64 256 

Steps per Epoch 250 300 

Optimizer Adam Adam 

Activation Function Sigmoid Sigmoid 

Loss Function Binary cross entropy Binary cross entropy 

 

IV. RESULTS AND DISCUSSION 
This section includes the findings of the research and 

performance evaluation. The sequence labeled dataset was 
trained using LSTM and BI-LSTM algorithms to select the 
suitable model for the fileless malware detection. 
Table 4. Confusion Matrix 

Reality 
Predicted Malware Benign 

Malware TP FP 

Benign FN TN 

Based on the confusion matrix for binary classification 
that is shown in Table 4, Accuracy of each model can be 
obtained (6).  

 Accuracy = TP + TN / (TP + FP + FN + TN) (6) 

Tensorflow and Keras libraries have been used to 
construct, train, and evaluate the fileless malware and benign 
API sequence classification.  

A. LSTM Performance 
For LSTM the highest accuracy received is 0.88 when 

using 3 LSTM layers. Fig. 6 shows the variation of training 
accuracy and average validation accuracy of fileless malware 
API sequence classification.  

 
Fig. 6. Training and validation accuracy, average training and validation loss 
comparison of LSTM classification.  

B. BI-LSTM 
For BI-LSTM highest accuracy received is 0.92 when 

using 3 layered BI-LSTM model. Fig. 7 shows the variation 
of training accuracy and average validation accuracy of 
fileless malware API sequence classification using BI-
LSTM. 
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Fig. 7. Training and validation accuracy, average training and validation loss 
comparison of BI-LSTM classification. 

From the above comparison it is clearly visible that BI-
LSTM shows a higher accuracy in detecting fileless malware 
API sequences rather than LSTM model. 

Proposed fileless malware detection mechanism is 
compared with a similar study that uses fileless malware API 
sequences in a dynamic signature model [10]. As a major 
drawback, it is stated that there is a higher false positive rate. 
Moreover, the database should be updated regularly with 
signatures of API call sequences which is difficult because of 
the current rapid evolvement of fileless malware. Therefore, 
our model is more applicable for detecting fileless malware 
using the API sequences.  

V. CONCLUSION 
In this paper, we presented a model for detecting fileless 

malware that maintains persistence in the Windows 
environment. For this purpose, initially, we identified the 
techniques and mechanisms used by intruders to initiate 
fileless malware using the existing literature and mapping the 
findings with the MITRE ATT&CK framework. According 
to the findings we identified that malware API sequence 
would be suitable for detecting fileless malware that 
maintains persistence. After extracting fileless malware API 
sequence data from sandbox reports, we trained two models 
which are LSTM and BI-LSTM to determine the most 
suitable model. Based on the highest accuracy we concluded 
that the BI-LSTM model performs efficiently in detecting 
fileless malware API sequences. 

As future work, improvements will be made on the model 
by combining with other variants of deep learning 
classification methods. 
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Abstract—Patent authentication and management is an 
important activity to protect the intellectual property rights 
of individuals and organizations globally. As the patents are 
territorial and the data management related to patent 
applications mostly happens with local intellectual property 
(IP) offices, the patent authentication and management 
(PAM) process is significantly inefficient and time-consuming 
on the global scale. Moreover, the data management issues in 
the patent process often lead to conflicts and legal actions 
among competing parties. Blockchain technology is widely 
recognized for its potential use in creating decentralized, 
secure, and transparent systems with immutable records. It 
hence seems to be a useful technology to overcome the issues 
in the patent domain. This paper explores the adaptability of 
blockchain technology in the patent domain. It presents the 
design of a consortium blockchain system, which is proposed 
as a solution to numerous issues stemming from inefficient 
data management. The proposed consortium blockchain 
design is based on the Ethereum architecture and is equipped 
with smart contracts to ensure the reliability of patent data as 
well as the real-time update of records. This paper further 
discusses the potential testing and validation strategies for the 
proposed model. 

Keywords — blockchain, patent authentication and 
management 

I. INTRODUCTION  

A patent is an exclusive right granted to an inventor that 
precludes others from commercializing, using, distributing, 
importing, or selling the invention without permission from 
the patent holder. According to the World Intellectual 
Property Statistics, 3 million patent applications were filed 
in 2019. As a result, an increasing number of people are 
eager to file patent applications for their inventions. A 
patent, on the other hand, is territorial, which means that its 
rights are restricted to a single country. This restriction is 
incompatible with the fast-paced corporate culture of 
today's economy. Even with the support of international 
accords like the Patent Cooperation Treaty, registering a 
patent in another country requires multiple patent filings in 
each target patent office, which is inefficient and costly 
(PCT). Figure 1 depicts the current patent authentication 
and administration system. It takes 3–6 months to complete 

a patent application, and 3–5 years to examine patentability. 
This is a long period during which new ideas can be 
introduced to the market, lowering the likelihood of this 
invention being commercialized in the future. 

At the national level, intellectual property rights 
protection is seen as a major issue. This has an impact on 
the intensity of innovations and is critical in enhancing the 
drive of entrepreneurs to innovate. To safeguard these 
rights, the existing intellectual property rights system needs 
a tremendous amount of money and work. The existing 
PAM system has issues such as the length of time required 
for patenting, the absence of evidence of ownership before 
requesting legal action, low-quality patent approval, high 
search expenses, a high risk of expropriation, limited access 
for small inventors, and the complexity of undertaking a 
patent landscape of a given technology.[1], [2] 

The objective of this study is to see if blockchain 
technology can be used to solve problems in the global 
patent authentication and management process. Through 
smart contracts in safe document management, blockchain 
can significantly influence immutability, trustworthiness, 
security, and federated features, and so will have a good 
impact on patent authentication and management. We plan 
to incorporate all of these capabilities into the PAM by 
utilizing the benefits of blockchain technology. 

A. Blockchain Technology 

Blockchain technology is a decentralized, peer-to-peer 
network that creates a transparent, encrypted, and 
immutable digital federated ledger system. The users 
themselves maintain this shared ledger, which does not 
require the involvement of a third party. Because data 
entered into the blockchain cannot be changed without 
being identified, the system is impenetrable. It has a wide 
range of applications because it can store any type of data, 
including cryptocurrency, transactional data, contractual 
data, design data, etc. Blockchain technologies are 
interesting in today's era, which is prone to cyber-attacks 
on centralized systems, because of their immutability, 
traceability, and lack of third-party invention.  
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Fig. 1 The existing patent authentication and management system 
 

Information is stored in discrete encrypted blocks that 
are linked by hash references in blockchain technology. 
These hash points build a chain or blockchain by 
connecting one block to the next. Individual transactional 
data is included in these blocks, which are time-stamped 
separately. A consensus mechanism ensures that all nodes 
agree on a unique sequence for adding entries to the 
blockchain and that all nodes verify the data that will be 
appended to the blockchain. Self-autonomy, trust, 
transparency and provenance, immutability, 
disintermediation, and collaboration are some of the 
benefits of blockchain technology. [3] Blockchain 
technology can also be used to create a distributed database, 
which will be extremely helpful in the preservation of 
public data. It can also be utilized in government processes 
to optimize and cross-validate systems. This technology 
appears to be best suited for key government processes like 
digital identity management, secure record-keeping, and 
document management. 

      Public permissionless blockchain, public permission 
blockchain, consortium blockchain, and private blockchain 
are the four types of blockchain. [4],[5] 

Public permissionless blockchain: Anyone can connect to 
the network and write and access data in this sort of 
blockchain (e.g., Bitcoin). In this type of blockchain, there 
is no single owner of the networks, ensuring anonymity. 
Although this sort of blockchain is thought to be extremely 
secure, validating transactions take a long time because the 
amount of power required to verify each subsequent 
transaction grows. In this situation, proof of work has a  

 

 

greater influence than in other types of blockchain, where 
more nodes participate in transaction verification. 

Public permission blockchain: In this sort of blockchain, 
everyone can connect to the network, but only a select 
group of people can write to it. 

Consortium blockchain: This is a hybrid blockchain that 
combines the features of both public and private 
blockchains. Only a tiny set of authorized members in this 
network have access to the information. Therefore, only 
authorized users are allowed to make changes to the 
network. 

Private blockchain: The data in this blockchain 
network can only be viewed by a select set of authorized 
nodes. Only the network operator can write to the network. 

B. Potential to use Blockchain in Patent authentication 
and Management 

      Along with the patent authentication and management 
process, the immutability, trustworthiness, reliability, and 
federated features of Blockchain can be gained at any level. 
At the moment, each intellectual property office's patent 
records are housed in databases. Such information may go 
out of sync. To combat this, data must be validated and 
updated frequently. The advancement of blockchain 
technology has the potential to greatly assist IP offices all 
over the world. The integration of these technologies into 
patent databases helped them. The Blockchain has a lot of 
potentials when it comes to establishing proof of original 
inventorship. It will aid in the reduction of lawsuits while 
also identifying the proper inventor/creator/proprietor. The 
filling data kept on blockchain will have sufficient explicit 
significance in deciding the rights of the first filler under a 
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"Priority Date" notion. Blockchain technology can be used 
to synchronize internal and external search databases. 
Patent investigators will be able to find anticipation in 
inventions by using a single unified platform for patent 
search. 

 Patent data is stored either on paper or electronically by 
intellectual property offices. In a court of law, those 
registries have legal validity in certifying the holders' 
rights. Blockchain technology can be used to keep records 
that ensure data accuracy. Furthermore, these registers 
enable real-time record updating in the event of a right 
transfer. Because blockchain is a linked list that employs 
hash pointers instead of normal pointers, data verification 
would be much easier and tamper-proof. Each blockchain 
node is given the task of locating the next node and 
determining if it has changed. Blockchain technology has a 
lot of potential for interacting with IP offices all over the 
world. Faster research, more reliable patent data 
management, advanced licensing, and increased credibility 
will all benefit from incorporating this technology into IP 
offices' day-to-day operations as soon as possible. 

C. Blockchain Usability 

Blockchain technology got its start in 2008 with the 
launch of Bitcoin. In a white paper, Satoshi Nakamoto 
titled Bitcoin: A Peer-to-Peer Electronic Cash System. [6] 
[3] gives an overview of blockchain technology, including 
its present applications and ramifications. According to the 
report, no third-party mediators control data on a 
blockchain network, and all transactions must go through a 
cryptographic validation mechanism. In a decentralized 
and distributed network, blockchain is a chain of blocks 
that holds information with digital signatures. 

      Decentralization, immutability, and transparency are all 
characteristics of blockchain technology that make systems 
safer and more resistant to tampering. Blockchain 
technology has applications in financial and social services, 
risk management, healthcare facilities, and other industries, 
in addition to cryptocurrency. [7] At the moment, it looks 
that blockchain technology is best suited for digital identity 
management, secure records management, and document 
processing, all of which are vital governmental functions. 
A blockchain is a secure, verifiable record of all monetary 
and governmental transactions. Furthermore, blockchain 
technology ensures that document management system 
administration is secure. [8] 

D. Consortium Blockchain 

      A consortium blockchain is a type of blockchain that 
enlists the help of authorized nodes to keep the distributed 
ledger up to date. In this type of blockchain deployment, 
only approved nodes are included. Consortium blockchains 
have emerged as a significant concept and architecture for 
integrating the freedom and anonymity of private 
blockchain transactions with public blockchain 

governance. [9] In research, the topic of consortium 
blockchain has gotten very little attention. This method can 
be used in PAM systems to improve infrastructure while 
also enhancing service quality. 

Consortium blockchain will ensure that:  

• Transaction limitations will be decreased as a 
result of transaction confirmation delays 

• No transactions fee 

• Blockchain data privacy will be improved. 

• The special pre-approved set of nodes does the 
verification of the operations.  

E. Review of Smart Contract in the context of blockchain 

According to [10], a “smart contract is a type of 
computer program which runs on the blockchain and is 
executed by all consensus nodes. It is made up of program 
code and a storage file.” Any user can create a contract by 
uploading a transaction to the blockchain. A contract's 
program code is fixed when the contract is created and 
cannot be modified. 

 The combination of blockchain technology and smart 
contracts allows for more flexibility in inventing, designing 
and addressing real-world problems at a cheaper cost and 
faster than traditional third-party-based systems. The 
importance of blockchain technology's smart contract 
integration has been a focal area for development since it 
allows for peer-to-peer transactions and databases to be 
maintained open in a secure and trustworthy environment. 
Smart contracts can be traced and are not subject to 
alteration. A smart contract is a computer program that 
stores all transaction data and executes it automatically. [11] 

F. Blockchain consensus mechanism and Practical 
Byzantine Fault Tolerance (PBFT) 

      Consensus algorithms are critical in assuring the 
security and efficiency of the blockchain network. A 
blockchain application's performance can be greatly 
improved with the right algorithm implementation. [12]. In 
a distributed, untrusted environment, this strategy allowed 
all nodes on the public ledger to reach a consensus. The 
blockchain system's security, availability, and performance 
are all decided by the consensus process. 

Practical Byzantine Fault Tolerance (PBFT) is 
presently being used as a consensus approach in many 
blockchain projects since it has various advantages, 
including high transaction throughput and reduced energy 
loss. [13] The PBFT consensus algorithm is the first high-
performance consensus protocol with optimum byzantine 
fault tolerance. The PBFT protocol is a Byzantine Fault 
Tolerance mechanism with a simple algorithm and a large 
number of applications in distributed systems. PBFT 
ensures that during each round of consensus, nodes 
maintain a shared state and take consistent action. Because  
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it meets the goal of great consistency, PBFT is referred to 
as an absolute-finality consensus protocol. [14] 

 PBFT is a state machine replication-based consensus 
mechanism. Services are reproduced in numerous nodes of 
a distributed network as a state machine. The state of the 
service, as well as the activities it performs, are saved in 
each replica of the state machine. This method can ensure 
that the system runs normally when the number of defective 
nodes does not exceed one-third of the total number of 
nodes. A message inquiring about the content of messages 
received by other nodes should be sent to each node. There 
is one primary node out of n nodes in the PBFT method, 
and the other backup nodes are referred to as replicas. The 
view-change component of the PBFT algorithm is also 
crucial. When the primary node goes down and is unable to 
finish the data request within a certain amount of time, the 
other replicas initiate a view-change, and the replacement 
primary node takes over once the conversion is performed. 
By broadcasting to the entire network in each round and 
enabling each node to vote for the primary node, the PBFT 
approach can handle both non-Byzantine and Byzantine 
problems at the same time. This complex technique assures 
that PBFT maintains its consistency, availability, and anti-
fraud attack features. 

G. Related Works 

      Wei-Tek Tsai et al. (China, 2017) presented blockchain 
integrated microfilm IP protection framework that focused 
primarily on scripts and names, which were used to 
distinguish one microfilm from another and could be kept 
in a blockchain database. [15] Savelyev and Alexander 
Ivanovitch noted significant legal concerns that arise when 
misusing blockchain technologies in the copyright 
elements in 2017. They analyzed existing issues with  

 

 

digital availability of copyrighted works, solutions 
available in blockchain technology, and related issues that 
must be taken into account in this topic. [16]  

      In 2018, Kensuke and Marcus presented a copyright 
protection mechanism based on blockchain technology. 
Martin Holland et al. [17] discussed the use of blockchain 
technology. In addition, digital rights management was 
highlighted as a key technology bottleneck in the transition 
to additive manufacturing processes. It was also a step 
toward defining and preventing IP theft in the 3D printing 
supply chain. They proposed the Secure Additive 
Manufacturing Platform (SAMPL), which created a secure 
and trusted foundation for additive manufacturing 
technologies. [18] Fran Casino et al. stressed the inclusion 
of information and transactions in blockchain integrity 
verification applications that are associated with the 
development and longevity of products and services when 
reviewing the systematic literature of blockchain-based 
applications. Provenance, counterfeiting, and IP 
management are just a few of the major uses. [19] 

 Gonenc Gurkaynak et al. (2018) used a blockchain-
based architecture to improve the functioning of IP offices, 
improve customs processes for detecting counterfeit 
products, and increase the efficiency of the right holder's IP 
rights management. They took many steps to help the 
growth of blockchain technology, including promoting it 
among the general public and successfully integrating it 
into a variety of services and registration/transaction 
channels in IP administration. [20] Alexander Schönhals 
and colleagues have emphasized blockchain-based strategy 
to safeguard innovative ideas and the first product design 
and concept development. [21] Martin Zeilinger explored 
the use of blockchain technologies to improve the exclusive 
digital art market in 2018 [22]. 

Fig. 2 Blockchain based patent authentication and management ecosystem 
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      The majority of current research, on the other hand, 
focuses on strategies to protect copyrights and trademarks. 
Because the applicant is the only user type in their 
suggested solutions, applying these tactics to patent 
protection is difficult. Examiners are required in patent 
applications, unlike copyright and trademarks, because 
patents are often technical. For patent authentication and 
management, we need to design a more appropriate 
blockchain-based system paradigm. 

II. METHODOLOGY 
      This research is being done to propose and examine a 
new consortium blockchain model to address issues with 
worldwide patent authentication and management. Expert 
comments were obtained by conducting structured 
interviews with specialists in the intellectual property 
office to identify the process of the existing system and its 
limitations. A thorough literature review was also 
conducted to determine the state of knowledge in the 
associated domains. The identified challenges, constraints, 
and flaws are then solved through the creation of unique 
architecture. The potential testing and validation 
procedures for the proposed model are also discussed in 
this study. 

A. Blockchain-based patent authentication and 
management system 

As previously noted, there are significant 
technological, legal, and economic difficulties with the 
current PAM system. All of these problems led to major 
defects that impacted the business environment and the 
innovation cycle. The existing PAM system, it is said, lacks 
the efficiency and flexibility needed to respond to market 
changes. Incorporating blockchain technology into the 
PAM system would address all of these concerns while also 
enhancing the efficiency of innovation processes in the 
country's economy, for all of the reasons stated above. 
Everyone who needs to patent their inventions will be 
encouraged by the recommended process. 

      Figure 2 depicts the proposed blockchain-based patent 
authentication and management ecosystem. All 
stakeholders are included, including inventors, the World 
Intellectual Property Organization (WIPO), the 
International Search Authority (ISA), the International 
Preliminary Examination Authority (IPEA), global IP 
offices (USPTO, EPO, JPO), lawyers, government 
officials, and any potential relationships between 
participants in this platform and the system's workflow.     

      Inventors may conduct a preliminary search for already 
claimed patents and the patentability of their concept before 
filing for a patent. A single unified platform for patent 
search is given since international IP offices maintain 
(examine and update data regularly) the same database. An 
inventor who wants to file for a patent submits an e-request 
with the invention's information. Smart contracts look for  

 

already claimed patents, which will be incredibly useful in 
compiling the ISA report, according to the invention's 
keywords. The patent smart contract stores the validation 
e- request on the blockchain when it has been validated. 
The International Search Report (ISR) and International 
Preliminary Examination Report (IPER) are then added by 
the ISA and IPEA, respectively. Then, at the same time, all 
of the target patent offices take such e-requests and validate 
the details by approving or rejecting them. The patent is 
given once they are authorized, and it is transmitted to the 
smart contract holding the patent data, as well as the 
owners' information. Before storing the information in the 
database, the smart contract verifies that the user who 
initiated the request is the patent owner. It also verifies the 
legitimacy of the IP offices that verify patent data.  

      The owner creates an e-request in the event of a change 
of ownership, which is subsequently stored on the 
blockchain in the patent smart contract. The patent 
examiner then authorizes the e-request, and patent 
information is sent to the smart contract, which holds patent 
ownership information, and the owners' information is 
updated. The smart contract confirms that the individual 
who generated the request is the actual owner of the patent 
and that the patent examiner who approved the transaction 
is legitimate before updating the owner's data. 

 

 

 

Fig. 3 Overview of the Decentralized App 

Fig. 4 Ganache Test Client with generated accounts 
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B. Testing and Validation Strategies 

      A prototype of the Ethereum blockchain-based 
decentralized application (DApp) shown in Figure 3 is 
being developed to demonstrate the architecture and 
overcome the highlighted hurdles and constraints. The 
difference between this model and the Public Ethereum 
blockchain is that under the Bitcoin design, Proof of Work 
is carried out by network miners who are compensated in 
'ether' for their efforts. In this case, the PBFT consensus is 
given to a collection of authorities that includes the World 
Intellectual Property Organization (WIPO), IP offices, and 
others. Consortium Blockchains are the name for these 
blockchains. As a result, when a new transaction occurs and 
a block is created, the authorities must validate the 
transaction before the block can be added to the blockchain. 
The patent details may be inserted as data into the block by 
the patent.sol smart contract. After the block has been 
verified, it is uploaded to the blockchain. 

      DApps in Ethereum are programs having a graphical 
user interface that make it easier for users to interact with 
the blockchain. Smart contracts handle the application's 
business logic, while HTML, JavaScript, and other front-
end technologies are used. Because contract code is 
redundant and expensive to run, DApps are meant to do 
only the essential operations on the blockchain, while 
anything else that could be done on the client-side is 
handled by the application's front end. 

Process A - For the authentication process, the system 
users' (Inventors/WIPO/IP offices) metamask browsers 
will connect to the Blockchain. 
Process B - To complete the PAM transactions, the users 
will communicate with the DApp. 
Process C - To write transactions to the blockchain, the 
DApp will link to the Ganache blockchain. 

      To get results, it is also tested in a ganache simulated 
environment with produced actors and data. Ganache is a 
blockchain simulator that may be used to create a private 
Ethereum blockchain. It allows you to inspect the state of 
the blockchain while also controlling the chain's 
operations. It will make it possible to do all actions on the 
main Blockchain for free. Figure 4 depicts the wallets that 
were created, together with their wallet addresses. Case 
studies such as accepting or rejecting patents, adding 
remarks to the patent application by target patent offices, 
verifying patent ownership, transferring patent ownership, 
and conducting a patent landscape are used to assess the 
platform's capabilities. Mock data is used to simulate the 
input and output data that is required during testing.  

      Ganache is a private blockchain for testing purposes. 
On a public Ethereum network like Rinkeby, you can try 
this. The Proof-of-Authority consensus mechanism is 
provided by the Rinkeby network, whereas the Proof-of-
Work consensus mechanism is used by the Ethereum 
Ropsten network. 

III. RESULTS AND DISCUSSIONS 
      A blockchain-based PAM system provides live data on 
patents with easy searchability because the blockchain 
network contains all data related to patents registered on the 
system. This also assists in determining who owns a patent. 
By offering a comprehensive overview of certain 
technology in the framework, it prevents other patents from 
being replicated. As a result, our technology will search for 
similar patents in a speedy, methodical, and straightforward 
manner. Because every transaction is permanently recorded 
and cannot be edited or altered in this system, the 
blockchain-based PAM architecture would make the 
transition of patent ownership easier. Examiners, inventors, 
and lawyers would benefit from the blockchain-based PAM 
system because it would save costs. In legal procedures, 
lawyers might use the system's unchanging data to prove 
ownership and the presence of eligible patents. As a result, 
this system unifies several PAM-related services into a 
single interface. 

      The novel technology for manipulating the PAM 
system must be implemented at the national level, with a 
system peer node included in each IP office in the country 
region reaching agreements in all patent applications. The 
management of this framework, including the WIPO, 
should be opposed by the government. As a result, we're 
pushing for the creation of a consortium blockchain 
platform that oversees the consensus process and includes 
regulated bodies like the WIPO and regional IP offices. If 
this does not happen, the private sector will gain control of 
many platforms, making dispute resolution and legal 
empowerment much more difficult. The system's viability, 
dependability, and efficiency are all enhanced by this 
platform. As a result, there will be no need for a third party 
to oversee patent-related transactions because the 
platform's scalability has been assured. To develop a 
regionally coordinated national database of patents that 
may be used as evidence in national courts, the system 
should be linked to all national IP offices throughout the 
world. 

IV. CONCLUSIONS 
      This study looked into the problems with the current 
PAM system, which are mostly connected to time, cost, 
security, and dependability. Combining blockchain 
technology and the PAM system, in response to the 
aforementioned problems, would solve all of the system's 
flaws and boost performance capabilities, minimizing 
bottlenecks in the present system. To address these issues, 
a blockchain-based PAM platform was proposed, which 
would bring together all PAM system stakeholders, 
including inventors, WIPO, regional IP offices, ISA, and 
IPEA, to ensure that all patent information is shared among 
all IP offices while maintaining the security provided by the 
blockchain. 

      It is capable of meeting the requirements of IP offices 
all around the world. It will be much easier for IP offices to 
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accomplish results in terms of faster inspection, reliable 
record management, and smart licensing if they can quickly 
integrate this technology into their daily operations. Patent 
prosecution, protection of patent rights, and the resolution 
of patent infringement issues will all benefit from this 
technology. The importance of blockchain as a widely used 
database was also investigated in this study (which is 
critical in cross-validated reliable systems like digital 
identity management, secure record-keeping, and 
document processing in government operations). 
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Audio Steganography using LSB Technique to Embedding 
Data 

 

 
Abstract - Data protection is a major concern on the 

internet medium. Data needs to be protected from 
intrusion, penetration, and data theft. Audio 
steganography is used to hide secret messages in an 
audio file. This method was intended to secure the 
secret message. The secret message was protected using 
the hashing and encryption technique and the Least 
Significant Bit substitution was performed to hide the 
data. The Stego audio files were analyzed by Signal-to-
Noise Ratio and Mean Opinion Score. The Stego audio 
files had an 80dB average Signal-to-Noise Ratio and the 
overall Mean Opinion Score was 4.4 out of 5. It proves 
that this method helped to improve the robustness and 
imperceptibility. Using the proposed method higher 
security can be achieved. 

 
Keywords — data hiding, audio steganography, lsb 

I. INTRODUCTION 
Data can be hidden using various methods. 

Steganography is one of them. In other data hiding 
methods, the existence of the data can be easily discovered 
and revealed [1]. Steganography is the art of concealing 
data. In steganography, only the sender and the receiver 
know the existence of the hidden data. As a result, 
steganography has emerged as the most reliable protection 
method [2]. 

The basic scheme behind the audio steganography 
process is to conceal a message secretly on an audio signal 
called cover audio [3]. The resultant audio after this 
process is called “stego” audio, which is sent via a 
protected channel to the recipient. At the receiver’s end, 
the hidden data will be extracted from the audio by 
applying a series of pre-defined steps [4]. 

Audio data concealing is very difficult than other 
stenographic methods. Because it relies on the human ear's 
dissimilar sensitiveness to a higher and lower intensity of 
sounds [5]. In audio steganography, several methods and 
several techniques were used. The Least Significant Bit 
coding method is coming under the Spatial Domain 
Technique [6]. 

The least significant Bit based audio steganography 
methods have made a significant contribution. However, 
because of their lack of robustness, the security of the Least 
Significant Bit based methods could be quickly violated to 
obtain the hidden data [7].  

Therefore, the hidden or the embedded data needs to 
be secured. Using Cryptography along with 
Steganography will increase security. 

II. OBJECTIVES 
The following objectives were focused on throughout 

this study. 
• A detailed study on Steganography 
• Identify the Techniques and Methods 
• Study on the Least Significant Bit 
• Securing the secret message 
• Testing the stego audio  

III. METHODS 
A. Adapted Technologies 

Cryptography 
 Cryptography is the process of altering the 
structure of a file before it is sent. Through cryptography, 
the golden triangle of Confidentiality, Integrity, and 
Authentication can be achieved [8]. The secure data 
hashing and the symmetric key encryptions are used in this 
method. 

Audio Signal Processing 
 Through signal processing, the character of the 
audio file can be changed. This audio processing can be 
used for different purposes [9]. Here it is used to enhance 
the quality of audio, create a new effect, compression and 
store and transmit data and information. 
B. Embedding Process 

A key and salt were generated from the password 
using SHA 256 hashing algorithm. At the same time, the 
secret message and its length were used to create a 
formatted message. Then the generated key was encrypted 
using the fernet symmetric key encryption. Later, a token 
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was created by encrypting the formatted message using the 
encrypted key. Finally, the embedding process started in 
the least significant bit of the cover audio from its offset. 
The length of the token and salt values was embedded in 
the first 8 bytes of the cover audio. From the next bytes, 
the token value string is embedded in the cover audio. 
C. Extraction Process 

In the stego audio from its offset length of the token 
and the salt were extracted. As the next step token value 
was extracted using its length. Then the key was generated 
from the given password and salt using SHA 256 
algorithm. Later, the generated key was encrypted using 
fernet symmetric key encryption. The token was decrypted 
using the encrypted key to get the formatted message. 
From the formatted message length of the message was 
extracted and the secret message was extracted. 

Hashing the password and the salt are increasing the 
security of the embedded message. From this method, 
Confidentiality, Integrity, and Authentication are archived. 

IV. RESULT AND DISCUSSION 
The proposed method is tested on four Wav files. And 

three different secret messages are used to embed. These 
are evaluated using the Signal to Noise Ratio (SNR) and 
Mean Opinion Score (MOS). 

A. Signal to Noise Ratio 
The ratio between the cover audio signal and the stego 

audio signal are used to evaluate the SNR value. The 
bigger the SNR ratio is better the sound quality. 
 
Table 1. Signal-to-Noise Ratio Values 

 
 

B. Mean Opinion Score (MOS) 
MOS is commonly used to evaluate the quality of 

sound. Group of individuals is rated the quality of the stego 
audio file by listening and compare with the cover audio 
file. 
Table 2. Mean Opinion Score Values 

 

Experimental study results clearly show the 
differences between the cover audio file and how the secret 
message affects the quality of the stego audio file.  

 
The audios 1. Violin and 2. MakeItUp are equal in file 

size and length. But the SNR values are different with the 
size of the embedded data. It is because these files have 
different frequency ranges. The audios 3. Takeaway and 4. 
Believer are bigger than the previous audio samples and 
also both are equal in file size and length. These files also 
have different SNR values. Therefore, it is concluded that 
the SNR value depends on not only the sampling 
frequency, length, size, the frequency range of cover audio 
but also the size and the content of the hidden data. To 
avoid detection, a user should listen to a stego audio before 
sending it to a receiver. 

 
The hashing algorithm enhances security. If only the 

encryption algorithm is used, the encrypted message can 
be retrieved when the password key is found. But in 
hashing the hash values has a fixed length and it cannot be 
reversible. In addition to that, a hash algorithm can be 
created using the salt and the password. Salt is a 
randomized number added with the password before the 
hashing process starts. Even though two people use the 
same password its hash value will differ because of the salt 
added. It is the best way to store passwords. 

 
The larger the file size is carrying the larger amount 

of secret data without any major change. It is proven from 
the sample audios and the different secret messages. 

V. CONCLUSIONS 
 Information security is very important since 

information is exchanged on the publicly accessible 
Internet. Both cryptography and steganography can be 
used to provide information security. Steganographic 
techniques allow hiding valuable information in a normal 
file. While the cryptography technique is used to create 
confidentiality, integrity and authentication to the hided 
information. 

 
This proposed method increases the security of the 

embedded data using encryptions and hashing techniques. 
The SNR values show the quality of the stego audio file. 
And the MOS values ensured the quality of the stego audio 
files. The quality of the audio does not drastically change 
when a secret message is embedded into the audio by using 
the proposed solution. 

 
Even though the steganography breaks and the hidden 

chunk is discovered, it is still useless because it is 
encrypted using a password. When these two systems are 
combined, a high level of protection is achieved. 

 

Cover 
Audio 
(.wav) 

Cover 
audio 
size 
(KB) 

Sampling 
Frequency 
(kHz) 

Time 
(Sec) 

SNR (dB) 
456 
bytes 

796 
bytes 

1480 
bytes 

1.Violin 2585 44 15 84.18 79.74 68.89 
2.MakeItUp 2585 44 15 85.84 80.56 70.12 
3.Takeaway 3446 44 20 89.65 85.49 79.38 
4.Believer 3446 44 20 87.37 84.61 77.42 

Stego Audio 
(.wav) 

Mean Opinion Score (scale 1 to 5) 

456 bytes 796 bytes 1480 bytes 
1.Violin 4.1 3.7 3.2 
2.MakeItUp 4.6 4.6 4.6 

3.Takeaway 4.8 4.8 4.7 
4.Believer 4.8 4.7 4.8 
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Field Testing of Highway Bridges Enhanced by Assumptions 

of Composite Action
 

  

 

Abstract — A load rating procedure that involves field 
testing and composite action considerations for girders 
affected by external effects is presented in this paper. In 
the proposed procedure, the critical vehicle sequence for 
the bridge is determined and the actual response of the 
bridge is measured using a series of runs by driving a 
vehicle of calibrated weight. To replace the data readings 
affected by external effects, the position of the neutral axis 
corresponding to a fully composite action is assumed. 
After applying this correction, the actual load rating is 
discretized and compared with the analytical load rating 
so that different contributions to the loading capacity are 
quantified. A three-span non-composite steel girder 
highway bridge was used to illustrate the procedure. 
Results indicate that although the unintended composite 
action was the dominant contribution, the contribution 
was unreliable for loads beyond the linear elastic regime. 
It was observed that corrections made based on composite 
action assumptions improve the understanding of the case 
study because the contributions due to additional stiffness 
lateral and longitudinal distribution would have been 
unrealistic otherwise. 

Keywords — Field testing, composite action, load rating 

I. INTRODUCTION 
Highway bridges are essential to allow people to 

commute over physical or man-made obstacles, but the 
loading capacity of highway bridges can diminish over time 
for a variety of reasons. Fatigue, caused by quotidian traffic, 
damages caused by accidents, as well as impacts due to 
adverse environments, are common causes for a reduction in 
bridge load capacity [1]. Fortuitously, there can be additional 
inherent “reserve” load capacity in bridges which is not 
accounted for in the routine design. For example, the 
additional stiffness contributed by curbs, barriers and railings 
can change the load path and can increase load capacity [2]. 
Similarly, the actual load distribution within the bridge span, 
between the piers and abutments, can be significantly 
different from the theoretical distribution [3]. Partial restraint 
of the supports due to accumulation of debris can alter the 
distribution of load [4]. Composite action between the bridge 
girders and the bridge deck can also occur, even if the bridge 
was designed to act non-compositely [5]. Although partial 
restraint of the supports and unintended composite action can 

be unreliable contributions to capacity, an understanding of 
these effects is necessary to determine the overall load-
carrying capacity of the highway bridge. In contrast to 
conventional design practice, i.e., application of theoretical 
equations given in the codes and specifications, non-
destructive field testing is an effective way to evaluate 
unintended composite action and to determine the reserve 
load capacity. 

II. OBJECTIVES 
This paper presents a procedure to obtain the actual 

loading capacity of a typical highway bridge based on 
experimental non-destructive field testing coupled with a 
determination of composite action. In brief, the procedure 
consists of determining the critical vehicle sequence for the 
bridge, obtaining the actual internal response of the bridge 
under vehicular loads, and comparing the measured response 
with the analytical response to systematically identify reliable 
and unreliable contributors to the loading capacity. The 
procedure is demonstrated using a three-span non-composite 
steel girder highway bridge with a concrete deck. 

III. METHODOLOGY 
In this section, the procedure of a non-destructive bridge 

field testing coupled with assumptions of composite action is 
described and applied to a case-study bridge located in 
Laramie, Wyoming (United States). After identifying the 
relevant properties of the bridge for the analysis, girders were 
instrumented with strain gauges at the maximum positive and 
negative moment positions. A vehicle with calibrated weight 
is driven across the entire bridge at distinct transverse 
locations in to order to capture the response for every girder. 
The responses are collected in form of strain histories in 
which the corresponding time to the peak strain is identified. 
The strains associated with this time are used to compute 
strain profiles which are therefore employed for the 
calculation of internal moments and axial forces, separating 
the non-composite and composite action components. For the 
collected data that was affected by external effects 
unanticipated in the field testing, corrections on the load 
rating calculation are made based on fully composite action 
assumptions. The fully composite neutral axis is used to 
replace the strain readings that were impaired. With that, the 
actual load rating is calculated, and its corresponding live 
load effects are discretized. By comparing it with the existing 
load rating, the contributions due to longitudinal and lateral 
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distributions, additional stiffness in the system, deck flexure, 
and unintended composite action are disaggregated. 

 A. Laramie Bridge 
The methodology described above was illustrated using 

the westbound highway bridge on Interstate 80 over the 
Laramie River in Laramie, Wyoming. The bridge is non 
skewed and has three spans (Fig. 1). The outer spans are 18.3 
m (60 ft) each, and the inner span is 22.9 m (75 ft). The 
original bridge was built in the 1960s with four nominally 
identical I-shape steel girders that were designed to be non-
composite (Girders 1 through 4 in Fig. 2). The bridge was 
later widened by adding a fifth I-shape steel girder (Girder 5 
in Fig. 2). This girder was still designed to act non-
compositely, but a metal sheet was poured below the deck 
which connects it with Girder 4 to confer a higher bonding. 
All girders are bisymmetric, and the dimensions are identified 
in Table 1. The clear roadway width is 12.2 m (40 ft), and the 
deck is 191 mm (7.5 in.) thick in addition to an overlay of 
25.4 mm (1 in.) throughout the whole bridge. The girders are 
supported by expansion bearings, except at the outer pier on 
the west side which is supported by a fixed bearing. Typical 
X-bracing cross-frames are present at the piers and steel 
diaphragms are present on the abutments. Also, X-bracing 
cross-frames are spaced 6.10 m (20 ft) on the outer spans and 
7.62 m (25 ft) on the inner span. 

The critical moment positions for the Laramie Bridge 
occur at the western outer span at the 0.4 times of the outer 
span measured from the abutment for the positive moment, 
and at the pier for the negative moment. For comparison 
purposes, the actual responses of the same longitudinal 
positions for positive and negative moments were 
determined. Thus, all girders at the corresponding positions 
were instrumented with ST350 strain gauges [6]. At the 
positive moment, each girder received three strain gauges: at 
the center of the bottom flange, on the web at a position 254 
mm (10 in.) and 508 mm (20 in.) above the bottom of the 
bottom flange. At the negative moment, each girder received 
two strain gauges: at the center of the bottom flange, and on 
the web at a position 508 mm (20 in.) above the bottom of the 
bottom flange. It is recognized that this setup only allows the 
calculation of the live load effects.  

 
Fig. 1. Plan view of the Laramie bridge. 

 

Fig. 2. Cross-sectional view of Laramie bridge (direction of traffic). 

Table 1. Nominal section girder dimensions, mm (in.) for locations identified 
in Fig. 1. 

Location 
Flange Web 

Width Thickness Width Thickness 

1 305 (12) 19.1 (0.75) 1300 (51) 9.53 (0.38) 

2 305 (12) 25.4 (1.00) 1300 (51) 9.53 (0.38) 

3 305 (12) 19.1 (0.75) 1300 (51) 11.1 (0.44) 

 B. Instrumentation and Field Testing 
In the field test, a vehicle with calibrated weight was 

driven at crawl speed over the bridge in successive runs that 
traverse the width of the roadway according to the 
requirements given in The Manual for Bridge Evaluation [7]. 
A total of fifteen runs were conducted to obtain the maximum 
responses for every girder. The runs were conducted from 
right to left, relative to the direction of travel. In the first run, 
the center of the right front wheel was positioned 0.91 m (3 
ft) from the right curb. The position of each successive run 
was 0.61 m (2 ft) offset to the left of the previous run (Fig. 
3). As a non-destructive field test, the vehicular load was 
selected so that responses generated on the bridge are within 
the linear elastic regime. To simulate side-by-side vehicle 
loadings, responses obtained in individual runs are 
superimposed. 

 
Fig. 3. Transverse position of successive runs of the field testing. 

During the field test, a strain history (i.e., a graph that 
illustrates the strain variation over time due to the vehicle) 
was collected for every girder and run. For each run, the 
girder with the peak strain and the corresponding time of 
occurrence were selected. This girder was identified as the 
critical girder for the run. The time that the peak strain 
occurred was also applied to the other strain gauge of the 
critical girder so that a linear strain profile was computed 
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(Fig. 4). The same selected time was also applied to all the 
non-critical girders to obtain their respective strain profiles. 
For the negative moment, the peak strain when the vehicle 
was at the outer span was selected instead. Although a larger 
strain occurs when the vehicle is on the inner span, this time 
is not used because it does not allow the statical moment to 
be calculated, which is used later to determine the actual live 
load. At the positive moment, the strain profiles were 
obtained based on the best fit least square regression line 
since three strain gauges were mounted on each girder, while 
at the negative moment, the strain profiles were obtained by 
linearly connecting the strain readings on the two strain 
gauges mounted on each girder. 

 
Fig. 4. Computation of a strain profile at the positive moment location: (a) 
strain history and maximum strains; (b) bridge cross-section; (c) strain 
profile. 

 

C. Data Reduction 
Live load internal stresses were calculated based on the 

measured strain profile and the material and geometric 
properties of the girder and the deck. The calculated total live 
load internal stress profile (Fig. 5(a)) was decomposed into a 
live load axial component (Fig. 5(b)) and a live load flexural 
component (Fig. 5(c)). The girder live load axial stress, σcg is 
equal to the total stress at the center of gravity of the girder. 
The maximum girder live load flexural stress is equal to the 
live load total stress at the extreme fiber of the bottom flange, 
σ0 minus σcg. The live load axial force in the girder, N is equal 
to the product of σcg and cross-sectional area of the girder. 
The live load axial force in the deck was assumed to be equal 
to N to maintain the equilibrium of the system. The live 
moment of the girder, Mgirder was obtained as the product of 
the girder live load flexural stress and the girder section 
modulus. The live load moment in the deck, Mdeck is the 
product of Mgirder and the ratio of the deck and girder flexural 
stiffnesses. The live load moment due to interaction between 
the girder and the deck was calculated as the product of N and 
the distance from the girder to deck centers of gravity, a. The 
total live load moment, Mtotal for the girder is the sum of the 
live load internal moments. 

 
Fig. 5. Decomposition of a stress profile due to live load: (a) total stress; (b) 
axial stress; (c) flexural stress; (d) stress due to external effects. 

The procedure of obtaining Mtotal was modified as some of 
the collected data seemed to be affected by external effects. 
It was observed that the neutral axis of Girder 1 through 4 
was below the theoretical neutral axis even for runs that are 
transversely close to the respective girders. As an example 
shown in Fig. 6(a) and Fig. 6(b), which shows the stress 
profiles of Girder 2 and Girder 3 (most stressed girders 
according to Fig. 3 for Run 9), the neutral axes fall below the 
strain gauge mounted on the web at a position 508 mm (20 
in.) (as a bisymmetric girder, the theoretically estimated non-
composite neutral axis for Girders 1 to 4 at the positive 
moment is at the half-center line, a position 667 mm [26.3 in.] 
above the bottom of the bottom flange). This is contrary to 
the expectations since, even within the linear elastic regime, 
some composition action is expected [5]. The accidental 
placement of strain gauges at the area of influence of 
additional stiffeners present on the bridge is the most likely 
cause for these discrepancies (Fig. 7). It is likely that the out-
of-plane restraints, as well as residual stresses accumulated 
between the stiffener and girder web may have impacted the 
readings on the strain gauges mounted on the girders’ web 
[8], although strain gauges mounted on the bottom flanges 
were possibly affected in a lesser degree. This speculation is 
confirmed by the fact that the neutral axis on Girder 5 at the 
positive moment and on any girder at the negative moment 
were not affected, as no stiffeners are present on those 
positions. 

Fig. 6. Stress profiles affected by the transverse stiffeners for Run 9. (a) 
Girder 2. (b) Girder 3. 

The inconsistencies showed above can be corrected by 
modifying the live load internal stress decomposition shown 
in Fig. 5(a), Fig. 5(b), and Fig. 5(c) by adding a new 
component as shown in Fig. 5(d). In this case, although the 
measured live load stress profile is unchanged, the live load 
axial component and the live load flexural component are 
obtained based on the measured stress at the bottom of the 
bottom flange and the assumption of a theoretically estimated 
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composite action to define the neutral axis position 
(considering, a priori, that the live load stress profile was 
affected by external effects). Under this condition, and 
assuming that the bottom strain gauge was not affected by the 
stiffener, σcg, the live load maximum girder flexural stress (σ0 
minus σcg), N, Mgirder, and Mdeck are calculated the same way 
as previously. Despite not being necessary for the 
computation of the internal moments for this study, a stress 
profile caused by the external effect is developed resulting 
from the balance with the assumed condition and measured 
stress profile. The geometry of the stress profile caused by 
the external effect is consistent with the hypothesis as the 
strain gauges on the web are expected to read additional 
stresses not accounted by the live load flexural nor axial 
components. Thus, a resultant force, Ngirder_ext. and a resultant 
moment, Mother on the girder are shown. Since composite 
action is expected, a resultant force on the deck, Ndeck_ext. may 
also exist to equilibrate the system. 

In this approach, it was assumed that the readings for the 
strain gauge installed at the bottom of the bottom flange at 
Girder 1 through 4 were not affected by the transverse 
stiffeners. The readings of the strain gauges on the web were 
substituted by a theoretical neutral axis assuming a fully 
composite action behavior. Although the assumption is not 
conservative, it best describes the behavior of non-composite 
girders when subjected to loads within the linear elastic 
regime, as the bonding and friction between girder and deck 
are still not overcome [4]. It is recognized that the assumption 
does not cover the possibility of the girders having a partial 
composite behavior nor the actual behavior of the girders 
falling beyond the theorical limits. The theoretical fully 
composite neutral axis is located at the center of gravity of 
the combined system (girder plus deck). This is calculated 
based on principles of mechanics of materials, and the 
effective tributary width of the deck is estimated and 
converted into an equivalent width of steel, based on the 
modular ratio of steel to concrete. The fully composite neutral 
axis is equal to 1.19 m (46.8 in.) for Girder 1 and equal to 
1.21 m (47.8 in.) for Girders 2, 3 and 4, measuring form the 
bottom of the bottom flange. 

 

Fig. 7. Placement of strain gauges near transverse stiffeners. 

D. Limit States Considerations 
According to AASHTO, the loading capacity of highway 

bridges are obtained through calculation of the rating factor, 
RF, for each individual girder, with the lowest individual 
girder rating factor controlling the load rating of the bridge 

[9]. Among the different limits used to load rate bridges, the 
strength inventory RF is generally the most critical, and thus 
adopted in this research. As part of a research sponsored by 
the WYDOT (Wyoming Department of Transportation), 
since the bridge was originally designed and evaluated using 
the Load Factor Design (LFD) method and Load Factor 
Rating (LFR) limit states, respectively, the RF in this paper 
is also determined using the LFD method. Thus, all the 
analytical values are based on Standard specifications for 
highway bridges [10]. 

RF is defined as the ratio between the reserve capacity for 
live load and the limit state design live load and, in the LFD 
method, it is expressed in terms of the number of HS20 
standardized design truck loads,  

 RF = (Rn-1.3D)/(2.17LL[1+I])                                (1)
  

where Rn is the capacity of the member, D is the dead load 
effect on the member, LL is the live load effect of the 
member, and I is the dynamic impact factor. If RF is greater 
than 1.0, the bridge is deemed adequate for the design load, 
and if RF is less than 1.0, the bridge is deemed inadequate. It 
was obtained by WYDOT that the analytical load rating at the 
critical positive and negative moment positions are 0.92 and 
1.05, respectively. 

IV. RESULTS AND DISCUSSION 
In this section, the data reduction for the actual load rating 

is presented. Additionally, the disaggregated ratio of load 
ratings corrected based on fully composite action 
assumptions is also discussed. 

A. Actual Load Rating 
In this study, no inspections were conducted in-situ to 

determine the actual dead load effects of the bridge. As a 
result, it was assumed that the actual Rn and D are equal to 
the values obtained analytically. In addition, since no 
dynamic tests were conducted, the actual I was also assumed 
to be equal to the analytical. 

The actual live load accounting for dynamic impact, 
LL(1+IE), is calculated as follows: 

  LL(1+IE) = (MHS20/MTRK_OS)Mgirder 

  (MTRK/MTRK_OS)mE(1+IE)              (2)
  

where MHS20 is the maximum analytical moment due to the 
HS20 design truck at the location of interest, MTRK is the 
analytical maximum moment (positive or negative) due to the 
vehicle used in the field test, MTRK_OS is the analytical 
maximum moment due to the vehicle used in the field test 
when the vehicle is at the outer span, mE is the actual live load 
multi-presence factor, and IE is the actual impact factor. The 
values of MTRK and MTRK_OS are theoretical values that were 
obtained using a line-girder analysis in which the vehicle 
used in the field was modeled as three concentrated loads and 
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placed at the critical moment positions (the same model that 
WYDOT used to obtain the analytical load rating). It was 
determined that MTRK and MTRK_OS are the same (since both 
occur at the outer span) and equal to 693 kN-m (511 k-ft) for 
the positive moment. For the negative moment, MTRK (which 
occurs at the inner span) is equal to -455 kN-m (-335 k-ft), 
and MTRK_OS is equal to -381 kN-m (-281 k-ft). As defined in 
the Standard Specifications for Highway Bridges, mE 
accounts for the improbability of coincident maximum 
loading and is equal to 1.0 for single and 2-vehicle loadings, 
and equal to 0.9 for 3-vehicle loadings. 

Based on the transverse positions of successive runs of the 
field testing shown in Fig. 3, a total of ten 2 side-by-side 
vehicle loadings and five 3 side-by-side vehicle loadings 
were considered. According to the experimental data, the two 
side-by-side vehicle loadings involving Runs 1 and 6 
superimposed controlled (i.e., yielded the greatest LL(1+IE)) 
at the positive moment, and the three side-by-side vehicle 
loadings involving Runs 3, 8 and 13 superimposed controlled 
at the negative moment. The controlling girder at the positive 
moment is Girder 5, and the controlling girder at the negative 
moment is Girder 3. The values of each variable to determine 
the load rating at the critical positive and negative moment 
positions are shown in Table 2. Thus, it was determined that 
LL(1+IE) is equal to 469 kN-m (346 k-ft) and -546 kN-m (-
403 k-ft) at the positive and negative moment positions, 
respectively. As a result, the actual load rating at the critical 
positive and negative moment positions are equal to 1.75 and 
1.53, respectively. The actual load ratings show that the 
bridge is deemed adequate at both critical moment positions. 
Table 2. Values of variables for the calculation of the actual load ratings 
using Eq. (1) and Eq. (2). 

Variables Positive Moment Negative Moment 

Rn, kN-m (k-ft) 2300 (1700) -2870 (-2110) 

D, kN-m (k-ft) 406 (299) -807 (-595) 

MHS20, kN-m (k-ft) 871 (642) -784 (-578) 

MTRK, kN-m (k-ft) 693 (511) -455 (-335) 

MTRK_OS, kN-m (k-ft) 693 (511) -381 (-281) 

Mgirder, kN-m (k-ft) 294 (217) -197 (-145) 

mE 1.0 0.90 

IE 0.27 0.26 

B. Disaggregated Load Rating Comparison 
The experimental load rating (RFE) relative to the 

analytical load rating (RFA) is defined as follows: 

RFE/RFA = (MTRK_OS/MTRK)((∑STATA/∑STATE) 

 RFE/RF((DFA×mA)/(DFE×mE))(MLE/Mtotal) 

 RFE/RF(Mtotal/(Mgirder+N×a))(Mgirder+N×a)/Mgirder) (3) 

where ∑STATA and ∑STATE are the analytical and actual 
statical moment, respectively, DFA and DFE are the analytical 

and actual live load distribution factor, respectively, mA is the 
analytical live load multi-presence factor, and MLE is the 
elastic longitudinal adjustment moment. The values of these 
variables at the critical positive and negative moment 
positions are shown in Table 3. Details for the calculation of 
each variable were shown in previous studies [3, 4]. 
Table 3. Values of the variables for the actual and analytical load rating 
comparison using Eq. (3). 

Variables Positive Moment Negative Moment 

∑STATA, kN-m (k-ft) 1670 (1230) 2470 (1820) 

DFA
 0.81 0.81 

mA 1.0 1.0 

∑STATE, kN-m (k-ft) 1320 (974) 2350 (1730) 

DFE 0.81 0.91 

MLE, kN-m (k-ft) 443 (327) -331 (-244) 

Mtotal, kN-m (k-ft) 454 (335) -315 (-232) 

N×a, kN-m (k-ft) 150 (111) -112 (-82.4) 

 

Eq. (3) also shows the comparison of different 
contributions between the actual and analytical load ratings. 
The term (MTRK_OS/MTRK) is the contribution of the critical 
span adjustment, (∑STATA/∑STATE) is the contribution of the 
additional stiffness in the system, ((DFA×mA)/(DFE×mE)) is 
the contribution of the differences in lateral distribution, 
(MLE/Mtotal) is the contribution of the differences in 
longitudinal distribution, (Mtotal/(Mgirder+N×a)) is the 
contribution of deck flexure, and ((Mgirder+N×a)/Mgirder) is the 
contribution of the unintended composite action. The 
disaggregation of the actual load rating is carried out based 
on principles of mechanics of materials, linear responses of 
the bridge, and equilibrium [3]. Note that in this case study, 
the same value is obtained by taking the inverse ratio of live 
load effects because Rn and D were kept constant. The values 
for each contribution are shown in Table 4. 
Table 4. Values of the contributions for the actual and analytical load rating 
comparison using Eq. (3). 

Contributions Positive Moment Negative Moment 

Critical span adjustment -- 0.839 

Additional stiffness 1.266 1.053 

Lateral distribution 0.995 0.979 

Longitudinal distribution 0.974 1.050 

Deck flexure 1.023 1.019 

Unintended comp. action 1.513 1.568 

 

The contribution due to critical span adjustment applies 
only if the span instrumented in the field test differs from the 
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critical span determined for the analytical rating. It does not 
apply for the positive moment because the strain gauges were 
mounted at the same span (outer) as to where the maximum 
moment occurred. This contribution is less than 1.0 at the 
negative moment because the negative moment from the 
inner span loading is larger than the negative moment from 
the outer span loading. The contribution due to additional 
system stiffness accounts for other components in the bridge, 
such as curbs and railings. These components are not 
considered in the analysis and drive away the live load 
resisted by the girders. Therefore, the results are expected to 
be higher than 1.0. Although the values on the negative 
moment seemed to be accurate, the 27% increase observed on 
the positive moment may seem to be an overestimation. This 
inaccuracy may be caused by changes in the actual support 
condition due to accumulation of debris, which has a direct 
impact on the statical moment. If this value were true, the 
bridge owner could solely rely on this contribution to 
strengthen the bridge. The contribution due to lateral 
distribution accounts for the difference of the fraction of the 
moment carried by the critical girder relative to the total 
moment across the bridge in the actual and analytical load 
ratings. Minor differences between DFA and DFE are 
expected because the former is conservatively expressed as a 
function of the transverse girder spacing, whereas the actual 
lateral distribution of load also depends on the girder and 
edge stiffnesses [11]. The contribution due to longitudinal 
distribution accounts for the difference of moment 
distribution to the positive and negative moment positions in 
the actual and analytical load ratings. At the positive and 
negative moment positions, it was shown that the actual 
moment was almost as stiff as (3% and 5% difference, 
respectively) compared to the line-girder analysis. These 
differences show that more statical moment is going to the 
positive moment and less to the negative moment than 
predicted in the analysis. The contribution due to deck flexure 
represents the contribution besides the live load non-
composite girder moment (Mgirder) and interaction component 
of the live load moment (N×a). This contribution is expected 
to be small (1% to 3%) because the curvature of the girder 
and deck deflection is the same, but the flexural stiffness of 
the former is much larger than the latter. The contribution due 
to unintended composite action accounts for the composite 
action developed between girder and deck for girders 
designed to be non-composite. In this study, it was observed 
that this contribution is dominant for both positive and 
negative moment positions. Although this effect is acceptable 
for a linear-elastic regime, it would become unreliable for 
loads beyond this limit. As a result, to determine a reliable 
ratio of load ratings, this contribution is divided out from the 
final value. Based on the load ratings calculated above, the 
ratio of the actual to the analytical load rating is equal to 1.90 
at the positive moment and equal to 1.45 at the negative 
moment. The value is interpreted as the number of times that 
the actual load rating is relative to the analytical. If the 
contribution due to unintended composite action is removed, 
the ratio of the load ratings is then equal to 1.26 at the positive 

moment and equal to 0.93 at the negative moment. The 
reduction in the product for the negative moment reflects 
conservation of the statical moment (i.e., the load rating 
cannot simultaneously increase for both positive and negative 
moments). As a result, the actual reliable load rating is equal 
to 1.16 at the positive moment and 0.98 at the negative 
moment. 

C. Comparison with Uncorrected Data 
If the data were not corrected based on the fully composite 

action assumptions for Girders 1 through 4 at the positive 
moment, the ratio of load ratings would be equal to 1.90 at 
the positive moment and equal to 1.41 at the negative moment 
with the same respective controlling side-by-side vehicle 
loadings and critical girders. The values for each contribution 
are shown in Table 5 (the values of the variables for each 
contribution were not shown). 
Table 5. Values of the contributions for the actual and analytical load rating 
comparison using Eq. (3) if no assumptions of composition action were 
made. 

Contributions Positive Moment Negative Moment 

Critical span adjustment -- 0.839 

Additional stiffness 1.761 1.920 

Lateral distribution 0.677 0.968 

Longitudinal distribution 1.027 0.567 

Deck flexure 1.023 1.019 

Unintended comp. action 1.513 1.568 

Although the values of the ratio of load ratings do not 
differ much from the values of the proposed procedure, it is 
possible to see that the contribution of additional stiffness, 
lateral distribution (positive), and longitudinal distribution 
(negative) are not realistic if no composite action corrections 
are made. For Girders 1 through 4, since the neutral axes of 
the strain profiles are below the girder centers of gravity in 
addition to a positive strain at the bottom of the bottom flange 
(Fig. 5), σcg is negative and so is N×a. Even though a negative 
σcg contributes to the magnitude of Mgirder, it is overweighted 
by the negative N×a which leads to a negative Mtotal. This 
reduces the values of ∑STATE and DFE and consequently 
affects the contributions due to additional stiffness, lateral 
and longitudinal distributions. As shown in Table 5, the 
contributions are unrealistic as they are significantly different 
from the analysis (it shows that the actual additional stiffness 
is almost twice the analytical, while the actual lateral and 
longitudinal distributions are almost cut in half). The 
contributions due to the deck flexure and unintended 
composite action were not affected because they only depend 
on the properties of the critical girder, which were not 
changed relative to the results of the proposed procedure. 

V. CONCLUSION 
In this paper, a procedure for a bridge field testing coupled 

with assumptions of composite action was described and 
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applied to a three-span five girder non-composite steel girder 
bridge located in Laramie, Wyoming. In the proposed 
procedure, the critical vehicle sequence for the bridge is 
determined, and the elastic response is measured for a series 
of vehicle tests by installing strain gauges at the critical 
positive and negative moment positions. To replace the data 
readings affected by the external effects, the position of the 
neutral axis corresponding to a fully composite action is 
assumed. After applying this correction, the actual load rating 
is discretized and compared with the analytical load rating so 
that different contributions to the loading capacity are 
quantified. For the bridge analyzed in this study, the results 
showed that the reliable load rating was equal to 1.26 and 
0.93 at the positive and negative moment positions, 
respectively. Although the unintended composite action was 
the dominant contribution, it was removed because the 
bonding between girders and deck will likely be overcome 
for loads beyond the linear elastic regime. In addition, the 
results indicated that if assumptions of fully composite action 
for girders affected by external effects were not considered, 
the contributions due to additional stiffness, lateral and 
longitudinal distributions would have been unrealistic. 

The study demonstrated that the proposed load rating 
procedure is a promising method to understand the behavior 
of highway bridges. In the proposed method, different 
contributions to the loading capacity are quantified and can 
be used in the decision-making process for maintenance, 
rehabilitation, and posting of highway bridges. The 
correction applied based on composite action is not only 
regarded as an alternative to replace data affected by external 
effects, but also can be adapted for field testing of highway 
bridges where mounting strain gauges on the web is not 
feasible (e.g., due to damages caused on the surface, lack of 
access, or desire to avoid impacting traffic flow). Additional 

analysis using a finite element model of the bridge is needed 
to accurately determine the degree of composite action. 
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Abstract — Sri Lankan banking industry comprises of 
two major types of establishments viz. Licensed 
Commercial Banks (LCB) and Licensed Specialized 
Banks of which the profitability of the former being 
determined by the size of the firm, indicated by total 
assets held by the bank. In this study, the relationship 
between market share and profitability of LCBs was 
investigated using Multiple Linear Regression (MLR) 
analysis and considering the variables unique to the Sri 
Lankan banking industry. Quarterly data were obtained 
from the Central Bank of Sri Lanka from 2008 to 2020. 
In addition to MLR, analysis of variance and time-series 
analysis was also carried out to ensure the reliance of the 
results and conclusions. It was found that the market 
share represented by Deposit Customers and Loan 
Customers have a positive relationship with the 
profitability measured by Profit After Tax (PAT). 
Further, market share explained a substantial 96.5% of 
the variability in profitability. The model predicted that a 
unit increase in deposits and loans lead to an increase in 
profitability by 6.1% and 10.7% respectively. Finally, it 
could be concluded that the loans granted to bank 
customers accounted for increasing the profitability of 
LCBs in Sri Lanka than the deposits made by the 
customers. Accordingly, the LCBs can review their 
strategies to optimize profitability based on the loans 
granted to and deposits received from the customers.  

Keywords — Deposit, Loan, Profitability  

I. INTRODUCTION 
The banking sector of any country determines the 

financial stability of economic activities while providing 
funds for long term investments. The high profitability of 
banks accounts for financial stability which needs 
consistency over long periods for ensuring sustainable 
growth of the financial system. The success of the banking 
industry is presented to the public mostly through the 
profitability statistics and their consistency over the years is 
achieved through prudent decisions by the top management. 
Precise strategies implemented to achieve effectiveness and 
efficiency in dealing with deposit portfolios and loans will 
earn customer confidence which is crucial to boost 
profitability. Therefore, the managers should possess updated 

knowledge on present and future trends not only in the 
banking sphere but also in the competitive business world. It 
is reported in the literature that some researchers: [1], [10], 
[8], and [7] have focused on modelling the correlation 
between market share and profitability in order to expose 
potential avenues for achieving reliable and sustainable 
profitability. More specifically the following works have 
presented the most relevant findings to the present study. 

A study, [6], on the impact of bank capital on profitability 
and risk was carried out by applying the Generalized Method 
of Moment (GMM) technique on bank level data from 42 
countries in Asia covering the period from 1994 to 2008. It 
was pointed out that different profitability variables influence 
the persistence of profit while showing a positive (negative) 
relationship between capital and profitability (risk) in the 
Asian region. The relationship between the market share and 
profitability of the banking sector in Nigeria was examined 
using nine years of secondary data obtained from the Stock 
Exchange in Nigeria from 2003 to 2011, [2]. Applying MLR 
with PAT as the dependent variable and both deposit and loan 
customers as independent variables, it was shown that the 
market share represented by those customers is positively 
correlated with the PAT of the banks in Nigeria. While 
concluding that loans granted to customers can increase the 
profitability in Nigerian banks, the authors recommended the 
use of other modelling techniques like   multivariate adaptive 
regression splines (MARS) and conic multivariate adaptive 
regression splines (CMARS)   in future studies. 

The factors influencing the profitability of banks can be 
broadly classified into macroeconomic-, industry-, and bank-
specific levels. Bank specific factors are confined to the 
functions carried out within the institution some of which are 
indicated by deposit ratio, capital ratio, liquidity ratio, 
overhead cost of management, and the bank size. Considering 
some of the above factors as independent variables, an MLR 
was used on the STATA statistical package to investigate 
their impact on the bank’s profitability based on data from 12 
commercial banks in Sri Lanka covering the period from 
2011 to 2015, [5]. It was found that a positive relationship 
exists between the bank profitability and the bank specific 
factors: firm size, capital ratio, and deposit ratio while the 
liquidity was shown to be an insignificant factor which is 
negatively related to the profitability of Sri Lankan 
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commercial banks. The impact of market share and 
concentration ratio on the profitability of banks in Bulgaria 
in Eastern Europe was studied by [4] using balanced panel 
data of 22 banks during the 5-years from 2006 to 2010 and 
choosing return on equity as the profitability indicator. This 
study found a statistically significant positive correlation 
between market share and profitability but no such 
relationship between the concentration and profitability. 
Further, having applied the pooled  Ordinary least squares 
(OLS) estimation and random-effects methods, it was 
empirically shown that the performance of Bulgarian banks 
depends solely on the prudence of managerial decisions 
within the institutions and not on either macroeconomic or 
industry specific external issues. 

The factors determining the performance of Spanish 
banks during the period 1999-2009 were examined in [9] 
using the GMM estimator which revealed that more loans in 
total assets and customer deposits, efficiency in transactions, 
and low uncertain assets ratio are associated with high bank 
profitability. Further, it was concluded that higher returns of 
the bank is proportional to the higher capital ratios subject to 
the profitability measured by the return on assets. Addressing 
a wider range of determinants within all bank-specific, 
industry-specific, and macro level spheres, the dynamic 
estimation technique was applied [3] to identify probability 
models for selected banks in Croatia for the period from 2007 
to 2014. Projecting the profitability in terms of return on 
assets (ROA) and the ratio net interest margin (RNIM), they 
proved that asset size, loan portfolio, and gross domestic 
product create a positive impact on the banks’ profitability 
while risks and administrative costs create a negative impact. 
They also showed a correlation between market 
concentration and profitability in addition to the influence of 
the capital adequacy ratio on ROA and RNIM. 

In Sri Lanka, the banking industry is one of the most 
significant sectors of the economy and also it dominates the 
financial sector. The rapid booming of this sector began with 
the liberalization of the financial sector under the open 
economic policies introduced in the late 1970s. As of now, 
there are three major categories of institutions that are subject 
to licensing, regulation, and supervision by the Central Bank 
of Sri Lanka in the public interest because they accept 
deposits from the general public. They are licensed 
commercial banks, licensed specialized banks, and registered 
finance companies. With the establishment of private banks 
and branches of leading foreign banks over the years, there 
are 23 licensed commercial banks of which 11 are locally 
incorporated while the other 12 are local branches of foreign 
banks. They all have a total of 1711 branches and other 
service outlets spread throughout the country. 

The Sri Lankan banking industry comprises two major 
types of banks namely licensed commercial banks and 
licensed specialized banks. A licensed commercial bank is a 
banking institution issued with a license by the Central Bank 
to carry on among other things, maintaining current accounts 
for customers from which money could be transferred by 
cheques and withdrawn on demand. The licensed specialized 
banks are different from the licensed commercial banks since 
they are not authorized to accept demand deposits from the 

public and therefore they do not maintain current accounts for 
customers. Also, they are not authorized to deal in foreign 
currency. The profitability of Sri Lankan commercial banks 
are mainly determined by the size of the firm indicated by the 
total assets held by the institution. Though the notion that 
higher market share is positively associated with higher 
profits are generally accepted in virtually all studies, it is still 
studied in every country due to the diverse and unique nature 
of the business environment in different countries. 

Although the above scholars have examined the 
relationship between market share and profitability, it has not 
been possible to generalize their findings to the banking 
sector due to the dynamic business environments that change 
over the years with the change of policies. Some researchers 
have considered only the domestic commercial banks in Sri 
Lanka which may restrict the representativeness of the 
findings. This research considered all the commercial banks 
in Sri Lanka as it is important to identify high-net-worth 
customers with integrity and good credit rating whose 
patronage immensely contributes to the growth of banks and 
a developing economy. Having considered such 
uncertainties, this study was designed to address the 
relationship between market share and profitability in LCBs 
using variables peculiar to the Sri Lankan context. More 
specifically, we set our research objectives to identify how 
various deposits and loans affect the bank profitability and to 
develop a model that can be used to define the relationship 
between deposit customers, loan customers, and the PAT. 
Further, a predictive model for forecasting the Profitability of 
the ensuing year is also attempted. The specificity of the 
prediction model is that it takes into account deposit and loan 
indicators of bank profitability. Quarterly data were collected 
from the Central Bank covering a period of twelve years from 
2008 to 2020 and multiple regression analysis was used to 
test the hypotheses. 

II. OBJECTIVES 
Our objectives are to identify how various deposits and 

loans affect the profitability of LCBs; develop a model for 
presenting the relationship between deposit customers, loan 
customers, and profit after tax; and to explore the possibility 
for a time-series model to forecast realization. 

III. METHODOLOGY 
Multiple linear regression analysis was used to identify 

the relationship between market share and profitability of 
licensed commercial banks using quarterly records from 
2008Q4 to 2020Q4 which were obtained from the official 
website of the Central Bank of Sri Lanka. Deposit customers 
(DC) and loan customers (LC) were used to represent the 
market share of banks with a quantitative approach to analyze 
the data.  

Bank Profitability (P), which is measured by the 
Operating Profits After Corporate Tax (PAT), was used as the 
dependent variable of the multiple linear regression. Deposits 
made by customers (DC), which was quantified by Deposits 
to Total Assets, and the loans granted to customers (LC), 
measured by Total Loans and Advances to Total Assets were 
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used as the independent variables in the regression model as 
presented in Table 1 and Equation (1).  
Table 1. Operationalization of Variables 

Concept Variable Indicator Measurement 

Profitability P- Profitability Number Operating Profits After 

Corporate Tax (PAT) 

Market 

share 

DC-Deposit 

Customer 

Ratio Total deposits/Total 

assets 

LC-Loan 

Customer 

Ratio Total Loans and 

Advances /Total assets 

 P= β0 + β1*(DC) +β2*(LC)+ ε (1) 

where; β0 is a constant, β1and β2 are the coefficients of the 
independent variables, and ε is the associated error term.  

Apart from identifying the relationship between bank 
profitability and market share, it is vital to understand the 
expected profitability which enables bank managers to 
successfully implement their future plans. Therefore, Box-
Jenkins approach of time series analysis was used to forecast 
the Bank Profitability by using the quarterly data from 
2008Q4 to 2020Q4 obtained from the official website of the 
Central Bank of Sri Lanka. 

IV. RESULTS AND DISCUSSION 
A. Regression Analysis 

The following hypothesis was assumed to assess the 
significance of correlation between profitability and 
explanatory variables. 

 H0:  Correlation is not significant 

 H1: Correlation is significant. 

The correlation between the variables was examined 
using the Pearson’s Correlation coefficient at 5% level of 
significance, summarized in Table 2. 

Table 2. Correlations 

 P DC LC 

P 

Pearson 

Correlation 
1 .172 .424 

Sig. (2-tailed)  .023 .002 

N 52 52 52 

DC 
Pearson 

Correlation 
.172 1 .148 

Sig. (2-tailed) .023  .026 

N 52 52 52 

LC 

Pearson 

Correlation 
.424 .148 1 

Sig. (2-tailed) .002 .026  

N 52 52 52 

  

The results in Table 2 indicate that there are significant 
positive correlations between the dependent variable and the 
independent variables at 5% significance level. Therefore, H0 
is rejected and it can be concluded that the correlation is 
statistically significant.  

The normality of the variables was examined with the 
following hypothesis using the Kolmogorov-Smirnov Test 
and the Shapiro-Wilk Test, which yielded the values 
summarized in Table 3. 

H0: Data are normally distributed. 

H1: Data are not normally distributed 
Table 3. Tests of Normality 

 

 

Kolmogorov-Smirnova Shapiro-Wilk 

Stati

stic 
df Sig. 

Statisti

c 
df Sig. 

P .129 52 .031 .922 52 .002 

DC .119 52 .064 .962 52 .097 

LC .122 52 .051 .952 52 .065 

 

According to the results in Table 3, profitability (P) is not 
normally distributed (p = 0.002) but DC (p = 0.97) and LC (p 
= 0.065) are normally distributed at 5% significance level. 
Therefore, the dependent variable was log transformed. The 
performance of the model was evaluated in terms of the 
coefficient of determination, which resulted in the figures in 
Table 4. 

Table 4. Interpretation of Model Summary 

Mo

del 

R R 

Squareb 

Adjusted R 

Square 

Std. 

Error of 

the 

Estimate 

Durbi

n-

Watso

n 

1 .978a .965 .965 .72846 1.220 
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According to Table 4, the coefficient of determination is 
.965 which means that 96.5% of the variation of bank 
profitability can be explained by the amount of deposits made 
by customers (DC) and the amount of loans granted to 
customers (LC). 

Analysis of Variance test was also employed to test the 
statistical significance of the model using the following 
hypothesis and the results are shown in Table 5. 

 H0: Model is not significant 

 H1: Model is significant 
Table 5. ANOVA Table 

Model 

 

Sum of 

Square

s 

df Mean 

Square 

F Sig. 

1 Regression 5763.98

0 

2 2881.99

0 

431.08

5 

.00

0b 

Residual 26.199 50 .531   

Total 5790.51

3d 

52 
   

 

It is clear from Table 5 that p-value of the F-statistic is 
less than 0.05 and accordingly H0 is rejected at 5% 
significance level. Therefore, it is evident that the 
independent variables significantly predict the dependent 
variable. 

The non-zero existence of model coefficients was also 
looked into with the following hypothesis and the values 
obtained are given in Table 6. 

 H0:  βi = 0  

 H1: βi ≠0  ;i =1,2. 

Table 6. Coefficientsa 

Model Unstandardize

d Coefficients 

Standardiz

ed 

Coefficien

ts 

t Sig. 

B Std. 

Error 

Beta 

1 DC .059 .026 .395 2.3

05 

.025 

LC .102 .029 .603 3.5

22 

.001 

 

Results in Table 6 show that deposits made by customers 
(DC) (p = .025< 0.05) and amount of loans granted to 
customers (LC) (p = .001< 0.05) have a significant impact on 
the log of bank profitability. The model predicts that 1-unit 
increase in deposits leads to an increase in profitability by 
6.1% and 1-unit increase in Loans increases the profitability 
by 10.7%. Therefore, it can be concluded that with the 
increment of the deposits and loans, the profitability of the 
bank also increases. The assumptions of regression analysis 
were checked to confirm the accuracy of the identified model 
and the results are given below. 

a. Homoscedasticity of Residuals 

 
Fig. 1. Scatter plot of Residuals against the predicted value 

According to Figure 1, the scatter plot of residuals does 
not show any visible pattern and the points that are randomly 
scattered, which confirm the constant variance of the 
residuals.  

b. Normality of Residuals 

 
Fig. 2. Normality of residuals 
 

According to Figure 2, the standardized residuals follow 
an approximately straight line indicating the normally 
distributed nature of residuals.  
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The multi-collinearity between the independent variables 
was checked according to the values of Variance Inflation 
Factor (VIF) in Table 7. 

Table 7. Coefficients determining multicollinearity 

Model   Collinearity     Statistics 

    Tolerance VIF 

 DC .978 1.022 

 LC .868 1.262 

 

Table 7 clearly indicates that the values of VIF of both 
independent variables are less than 5 confirming the absence 
of multi-collinearity between the independent variables.The 
best fitted regression model can thus be presented as follows. 

log(Profitability) = .059*(Deposit Customers) +.102* 
(Loan Customers)     (2)    
                                                                  
B. Time Series Analysis 

A Time Series analysis was also carried out to explore the 
existence of temporal behavior of profitability 

Fig. 3. Time Series of Profit After Corporate Tax 

Fig 4. Autocorrelation Function for Profit After Corporate Tax 

According to Figures 3 and 4, it can be observed that the 
series is not stationary as the plotted graph and the 
corresponding ACF show seasonal variation and an upward 
trend. Therefore, seasonal differencing was required to make 
the series stationary, as depicted in Figures 5 and 6.                                                                                                                                                        

Fig. 5. ACF of first seasonal differenced series 

Fig. 6. PACF of first seasonal differenced series 

According to Figures 5 and 6, it can be understood that 
the differenced series is stationary and in the non-seasonal 
area, both ACF and PACF cut off at lag 1. Therefore, the 
tentative model is identified as SARIMA (1,0,1) (0,1,0)4. 
Based on this tentative model, three more sub tentative 
models were also identified as follows. 

SARIMA (2,0,1) (0,1,0)4 

SARIMA (2,0,2) (0,1,0)4 

SARIMA (1,0,2) (0,1,0)4 

Having calculated parameter estimates, Box-Pierce 
(Ljung-Box) Chi-Square statistic, and correlation matrix and 
checked the normality of the residuals, it could be concluded 
that one model is adequate to forecast the profitability to a 
certain extent. 

The model along with its MAPE and AIC values are 
shown in Table 8. 

Table 8. Accuracy Measures for Forecast 
 

Model MAPE 
value (%) Accuracy AIC 

SARIMA 
(1,0,0) (0,1,0)4 

35.6906 64.3094 23.1682 

 

Based on the moderate accuracy it would be possible to 
use SARIMA (1,0,0) (0,1,0)4 as a useful model to forecast the 
profitability.  

ISSN 2756-9160 Page 74



 
 

 
 
 
 

     
 

INTERNATIONAL CONFERENCE ON ADVANCES IN TECHNOLOGY AND 
COMPUTING (ICATC-2021) 

Faculty of Computing and Technology (FCT), University of Kelaniya, Sri Lanka 
18th December 2021 

V. CONCLUSION 
This study investigated the relationship between market 

share and profitability of licensed commercial banks in Sri 
Lanka. From the statistical analysis, it was found that market 
share significantly contributes to improve the performance of 
banks. Multiple linear regression proved that there is a 
positive relationship between profitability and market share. 
Analysis of Variance was conducted for testing the strength 
of the model, which concluded that the independent variables 
(DC and LC) significantly predict the dependent variable. 
Results further showed that, if the deposits made by 
customers are increased by 1 unit, the profitability will rise 
by 6.1% and if the loans granted to customers are increased 
by 1 unit, the profitability will increase by 10.7%. 

Finally, it could be concluded that amount of loans 
granted to customers (LC) is most effective to influence the 
profitability of licensed commercial banks in Sri Lanka. The 
results of this study supported both theoretical and empirical 
evidence of prior studies as the loans granted to bank 
customers accounted for increasing the profitability of 
licensed commercial banks in Sri Lanka. According to the 
Time series Analysis, SARIMA (1,0,0) (0,1,0)4 was found to 
be a reasonably accurate alternative model to forecast the 
profitability (Profits After Corporate Tax) of licensed 
commercial banks with moderate accuracy. These findings 
would be useful for the Licensed commercial banks to review 
their strategies for optimizing profitability based on 
strengthening the loan and deposit customer profiles. 
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Abstract— This paper presents a drone simulator to 
spray fertilizer for rice farmland with minimum human 
intervention. The proposed drone simulator is capable of 
suggesting the optimal path to spray fertilizer, indicating 
the current altitude and the current battery level of the 
drone at flight. The obtained results at the evaluation 
stage show that the proposed path planning algorithm 
outputs the optimal path for given farmland with 
minimum execution time. This solution will cherish the 
use of drone technology for rice agriculture while 
supporting the economic growth of a country. 

 
Keywords - drone simulator, q-learning, path planning 

algorithm 

I. INTRODUCTION 

Rice cultivation is one of the main income generating 
methods in most if the developing countries. Due to 
increasing demand for rice, farmers need to produce a higher 
quantity of rice every year. Fertilizing crops is the most 
difficult part of crop production. 

A drone has considerably larger popularity rather than 
other unmanned equivalents due to its smaller size and 
flexibility. Also, drone technology has been successfully 
applied to agriculture through soil and field analysis, 
planting, crop spraying, crop monitoring, irrigation, and 
health assessment [1]. 

Using individual drones for spraying fertilizer is not a 
novel approach. Operating a drone in a suitable manner can 
minimize excessive fertilizer usage. Using an autonomous 
drone to spray fertilizer has several advantages over manual 
fertilizer spraying process as it allows to cover a larger area 
within a small time, which ultimately leads to low cost by 
reducing labor and time. 

Through this research, we address the question of “How to 
develop a drone simulator for spraying fertilizer in a rice 
farmland?”. This solution proposes a path planning algorithm 
for an autonomous drone to spray fertilizer appropriately to 
arable areas with minimum human 

intervention [11, 12]. The proposed solution has 4 modules: 
the 2D Grid Maker module, the Path Planning Algorithm 
module, the Altitude Generation Service module and the 
Battery Monitoring Service module. Here, when the farmer 
inputs the relevant details of the farmland that he/she wants 
to spray fertilizer, the proposed solution outputs the 2D grid 
of the farmland using the 2D Grid Maker module. Then the 
Path Planning Algorithm module outputs the optimal path for 
the generated 2D grid and the Altitude Generation Service 
module represents the current altitude of the drone when it 
flies along the proposed optimal path. Afterwards, the Battery 
Monitoring Service module monitors the current battery level 
of the drone in flight. 

When using the proposed solution, the farmer only needs 
to identify the safe and unsafe areas of the farmland using its 
aerial image and input these details to the system. The farmer 
does not have to worry about the spraying process. He/she 
can monitor the overall spraying process through a mobile 
application while the drone is executing its task. Moreover, 
this solution can spray fertilizer to multiple arable areas with 
minimum human intervention. 

II. OBJECTIVES 

Manually spraying fertilizer takes a considerable amount 
of time and manpower. Hence, using an autonomous drone 
for the fertilizer spraying process can cover large farmland 
within a minimum time while reducing human intervention. 
This approach can diminish the extravagant cost for the 
labourers while saving time and money of the farmers. 

Since the proposed drone simulator is for a fully 
customized autonomous drone, it sprays only the approved 
amount of fertilizer. Hence, it helps to reduce fertilizer 
wastage, health and environmental issues and save money 
spent on excessive amounts of fertilizer. 

Most of the available path planning drone solutions are 
available only to achieve a single target from a starting 
location [2]. However, our research solution is capable of 
visiting and covering multiple arable areas (multiple targets) 
in a single drone flight. As mentioned in [3], some 
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successful path planning methods are only for unknown 
environments. However, the proposed solution is for a fully 
observable environment. A key feature here in is the ability 
of the drone to avoid unsafe areas which can harm the drone 
flight [4]. Interestingly, the proposed drone simulator will be 
a better platform to the fertilizer industry since it can regulate 
the fertilizer usage, reduce fertilizer over usage, save farmer’s 
time, speed up the fertilizer spraying process and minimize 
the human intervention at the spraying process. 

III. METHODOLOGY 
 

 
Fig. 1. The overview of the proposed solution 

Fig. 1 illustrates the overview of the proposed solution, 
and the stepwise details are as follows: 

 
A. There is a central system to manage drone operations 

and a mobile application for the farmer to  communicate with 
the central system. The farmer has an aerial image of the 
farmland (Fig. 2(a)), and he/she identifies the safe and unsafe 
areas of the farmland and sends these details to the central 
system. Here, the safe areas are the areas with crops and the 
unsafe areas are traps, forbidden areas (dams, ponds, 
wastelands, streams, and private properties), and dead zones. 

 
B. The central system sends the farmer’s input to the 2D 

Grid Maker module. It generates the 2D grid based on the 
input as illustrated in Fig. 2(b). Here, the purple cell is the 
initial distribution (the starting location of the drone flight), 
the green cells are the safe areas, the red cells are the unsafe 
areas, and blue cells are the obstacle-free areas. The 2D grid 
details are passed to the central system. 

 

Fig. 2. The aerial image and the 2D grid of the farmland 

C. The central system passes the obtained 2D grid details 
to the Path Planning Algorithm module. It outputs the optimal 
path as illustrated in Fig. 3. Here, the yellow line shows the 
proposed path for the drone flight, which starts from the 
initial distribution and covers all the safe areas in a single 
visit. A white dot in the middle of each safe area represents 
the fertilizer spraying locations. The drone needs to hover in-
place at the location, which is represented by the white dot, 
spray the approved amount of fertilizer, and  move forward 
along the proposed path. 

 

 
Fig. 3. The 2D grid with the optimal path 

The steps of the Path Planning Algorithm module are as 
follows: 

i. Create the transition matrix. Here, it contains the 
transitions from safe areas to obstacle-free areas and from 
obstacle-free areas to safe areas. We avoid the transitions to 
and from unsafe areas to speed up the learning and training 
process. 

 

 
Fig. 4. The goal clusters
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ii. Merge successive safe areas into a single goal cluster 
(Fig. 4). Otherwise, there are a lot of safe areas to cover by  a 
single path from the initial distribution and it will take more 
time to give the final output. 

iii. Acquire the relevant Linear Temporal Logic (LTL) 
[5] formula to cover all the goal clusters as represented by 
Equation (1). 

♦g1 ˄  ♦g2 ˄  ♦g3 ˄  ♦g4 ˄  ♦g5 (1) 

iv. Obtain  the  relevant  Deterministic  Büchi  Automata 
(DBA) [5] to satisfy the obtained LTL formula. 

v. Update the transition matrix according to the newly 
formed goal clusters. 

vi. Apply the Q learning algorithm [6] to the updated 
transition matrix. The reason behind that is to identify a 
single optimal path from the initial distribution to multiple 
goal clusters. 

vii. However, the Q learning algorithm can only  approach 
the goal clusters and it cannot visit the safe areas inside a goal 
cluster. To solve that, we apply the Hamiltonian Cycle [7] for 
each goal cluster while the Q learning process is ongoing. 

viii. Obtain the optimal path for the relevant 2D grid as 
shown in Fig. 3 and then send the path details to the central 
system. 

 
D. According to the obtained path, the central system 

directs the Altitude Generation Service module to create the 
relevant altitude graph. Using this module, the farmer can 
monitor the flying altitude of the drone at the spraying 
process, in real time. This module helps to fly the drone 
above the ground level without colliding on the ground. 

 
We identify the altitude of the proposed path according to 

the geo-locations with the help of Google Earth [8]. The 
farmer can monitor the current altitude of the drone using the 
altitude curve illustrated in Fig. 5 while the drone is in flight 
via the mobile application. Here, the x-axis and the y- axis 
represent geo-location (latitude and longitude) and altitude in 
meters of the flying path respectively. Also, the green curve 
shows the true elevation function (the altitude curve of the 
farmland) and the red curve shows the drone altitude function 
(the flying altitude of the drone). To obtain the drone altitude 
function, we apply a Polynomial Regression [9]. It helps the 
drone to fly a little bit higher than the ground level without 
colliding on the ground. Moreover, the purple dot in Fig. 5 
shows the current altitude value of the drone. The farmer can 
observe this dot moving when the drone moves along the 
proposed path. However, the movement of the drone is 
shown only until the end of the proposed path. If the battery 
dies before finishing the spraying process, the system shows 
the movement of the drone only until that time. At the 
moment, the proposed solution does not have an option to 
identify the path from the stopping location of the drone to 
the initial distribution. 

 

Fig. 5. A sample altitude curve 
 

E. Afterwards, the central system informs the farmer, that 
the drone is ready to fly. The farmer can command the central 
system to fly the drone to spray fertilizer. 

 
F. If the farmer wants to monitor the real-time battery 

level of the drone at its flight, he/she can enable the Battery 
Monitoring Service module through the mobile application. 
This module functions in real-time. 

 
Fig. 6 illustrates a battery draining curve that we have 

used. Here, the x-axis represents the time in minutes and the 
y-axis represents the battery life (the battery level) as a 
percentage. Also, the green curve and the red curve show the 
true battery draining function and the 10% level of the battery 
respectively. We interpolate [10] the first 10 data points of 
the battery reading of the drone and extrapolate 
[10] the future battery readings based on the interpolated 
values. 

 
Fig. 7 shows the battery reading at 34 minutes and the 

remaining cells (number of hops) are 9. The number of hops 
shows the remaining cell count that the drone can fly with the 
current battery level. The blue dotted line illustrates the 
current battery value reading and the purple dotted line shows 
the predicted battery values based on the extrapolation. If the 
battery level becomes 10%, the drone stops the flight, and the 
system stops its execution. Currently, we do not have an 
option to plan the path or follow any safety steps at the battery 
level at 10%.
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Fig. 6. The battery draining curve 

 

 
Fig. 7. Real-time battery reading 

 
G. Finally, the central system commands the drone to 

spray fertilizer according to the proposed path. The farmer 
can view the spraying process in real-time via the mobile 
application. Here, the drone has a GPS sensor for geo- 
location identification, a General Packet Radio Service 
(GPRS) sensor to communicate via internet with the central 
system, a spray tank to spray fertilizer and a charging port  to 
recharge its battery. 

IV. RESULTS AND DISCUSSION 

The overall evaluation was carried out in 2 phases with the 
purpose of evaluating accuracy and speed. The evaluation 
phases are described as follows: 

A. Suitability of the Proposed Algorithm 
The execution speed of our Path Planning Algorithm 

(PPA) was evaluated with the Without Clustering approach 
(WC). WC has similar steps as PPA except for steps 3(ii) and 
3(vii) in Section III. In WC, successive safe areas were not 
merged into a single goal cluster, due to each safe area 

being considered as a separate goal and there was no need of 
using step 3(ii) in Section III. In PPA, the Hamiltonian Cycle 
was applied only to visit all the safe areas inside a goal 
cluster. However, in WC there are no goal clusters and it is 
useless to use step 3(vii) in Section III for a single goal (a safe 
area). 

As illustrated in Fig. 8, PPA and WC for 4 test cases  were 
evaluated. According to Fig. 8, (1)a and (1)b  illustrates the 
obtained path for test case 1 using PPA and WC respectively. 
Other figures in Fig. 8 are similar to that. The relevant 
simulation results for each test case are represented by Table 
1. It shows the goal count, the DBA states count, the path 
length and the execution time (in seconds) for each test case 
when using PPA and WC. 

According to Table 1, we can see the goal count is 
relatively smaller in PPA. The reason behind this is the 
proposed algorithm merging the successive safe areas into a 
single goal cluster at step 3(ii) in Section III. As a result that, 
the total number of DBA states count is also  decreased. Now 
the address space of the updated transition matrix is also 
relatively smaller than WC’s updated transition matrix. 

As all the safe areas has to be visited in a single goal 
cluster, the Hamiltonian Cycle was used for PPA. However, 
in WC, there aren’t any goal clusters and it is useless to apply 
the Hamiltonian Cycle while the Q learning process is 
ongoing. According to that, WC should speed up the training 
process, since there is no step 3(vii) in Section III with step 
3(vi) in Section III. Nevertheless, the execution time of PPA 
is relatively trivial. The reason behind that is step 3(ii) in 
Section III of PPA enables the capability of covering the 
successive safe areas as a single goal cluster and it enables 
the Hamiltonian Cycle to visit inside it. Unfortunately, WC 
does not have such a mechanism. Initially, it considers all 
safe areas as separate goals. As a result that, it has a higher 
number of DBA states. The increasing DBA states count also 
increases the address space in the updated transition matrix. 
So the state space becomes relatively larger and step 3(ii) in 
Section III has to train and learn based on this larger transition 
matrix. Therefore, WC has a higher execution time than PPA. 
Since WC has to visit every goal separately, it cannot traverse 
to a certain safe area through the successive safe areas. This 
procedure is the reason to increase the path lengths in WC 
relatively. 

When carefully checking Fig. 8 and Table 1, Figure (3)b 
and its relevant results were not available. At the testing time, 
it took more than 5 hours for the execution using WC. Since 
WC increases the goal count and the DBA states count 
relatively, the transition matrix becomes complex. 
Furthermore, comparatively test case 3 has an enclosed 
environment to achieve safe areas. These aforementioned 
reasons cause to take more time for training using WC. 
Therefore, there is no output for Fig. 8 3(b). 

According to the obtained simulation results, it can be 
concluded that PPA outputs a shorter path with a minimum
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execution time since merging successive safe areas into a 
single goal cluster and utilizing the Hamiltonian Cycle. The 
results prove that the proposed path planning algorithm is 
more suitable for the given context. 
Table 1. The simulation results with path lengths and execution times 

 
 
 
 
 
 
 
 

      B.       Accuracy 
In this phase we have checked whether the proposed path 

planning algorithm can output the optimal path for different 
2D grids as illustrated in Fig. 9. We executed the proposed 
solution 10 times for every 2D grid in Fig. 9 and obtained 
results as shown in Table 2. 

According to Table 2, Grid (a) has the lowest accuracy. 
The main reason behind that is that the goal count and DBA 
states count are relatively higher than Grid (b), and there are 
comparatively a lot of obstacle-free areas between the initial 
distribution and the goals clusters. When there are a lot of 
obstacle-free areas between the initial distribution and the 
goals clusters, it is very hard to find an optimal path. Since 
Grid (c) has many obstacle-free areas between the initial 
distribution and the goal clusters, it also has lower accuracy. 
Grid (b) has the highest accuracy, as there are fewer obstacle-
free areas between the initial distribution and the goal clusters 
and it is easy the find a path to cover all the goal clusters from 
the initial distribution. Furthermore, the other reason for the 
highest accuracy of Grid (b) is its goal count and DBA states 
count is relatively lower than the other 2D grids. However, 
the proposed algorithm outputs the shortest path for all the 
grids at least 7 times out of 10 executions. As an average, we 
got an 86.67% accuracy for all the 2D grids in Fig. 9. 
According to these results, we can state that the proposed path 
planning algorithm outputs the optimal path for a given 2D 
grid. 

 

 
Fig. 9. The test results for different 2D grids 

Test 
Case 

Numbe
r 

Goal Count DBA States 
Count 

Path 
Length 

Execution 
Time (s) 

PP
A 

W
C 

PP
A 

W
C 

PP
A 

W
C 

PPA WC 

(1) 1 3 1 3 4 7 4.35 5.89 

(2) 1 4 1 4 6 12 3.84 28.5
9 

(3) 2 5 2 5 8 - 6.72 - 

(4) 3 5 3 5 9 12 5.51 57.3
4 

 

Fig. 8. The outcooms of the two evaluation approaches. 
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The obtained results from the 2 evaluation phases 
show the proposed path planning solution is capable to 
output the optimal path for a given farmland with a 
minimum execution time. Nevertheless, there can be 
some accuracy issues of the proposed path, if there are 
more obstacle-free areas among the initial distribution 
and the goal clusters. However, the proposed path 
planning algorithm has a few limitations: the goal cluster 
must have a Hamiltonian path and its shape must be a 
square or a rectangle. 
Table 2. The path accuracy for different 2D grids 

 

Grid 
Name Goal Count DBA States 

Count Accuracy (%) 

(a) 3 3 70.00 
(b) 2 2 100.00 
(c) 3 3 90.00 

Overall Accuracy (%) 86.67 
 
 

V. CONCLUSION 

In this paper, we have proposed a drone simulator with 
an optimal path planning algorithm for an autonomous 
drone. The main purpose for developing this, is reducing 
the human intervention at the fertilizer spraying process 
in rice agriculture. The proposed solution has the 2D Grid 
Maker module to convert an aerial image of the farmland 
that we want to spray fertilizer to the relevant 2D grid 
image, the Path Planning Algorithm module to generate 
the optimal path to cover all safe areas while avoiding 
unsafe areas from the initial distribution, the Altitude 
Generation Service module to identify the current flying 
altitude of the drone without colliding on the ground and 
the Battery Monitoring Service module to monitor the 
real-time battery draining of the drone. Since the Altitude 
Generation  Service module and the Battery Monitoring 
Service module are at the development stage, we do not 
have the path planning solution and altitude changes after 
the drone battery dies. 

We have evaluated the proposed path planning 
algorithm under 2 phases in Section IV: suitability-wise 
and accuracy- wise. According to the obtained results, it 
proves the algorithm outputs the optimal path within a 
minimum execution time while avoiding unsafe areas. 
The proposed path planning algorithm produces the 
optimal path from the initial distribution to cover all the 
safe areas in a single visit. However, there are several 
limitations in the proposed solution: there could be 
accuracy issues when there are more obstacle-free areas 
among the initial distribution and the goal clusters, there 
must be at least a single Hamiltonian path to visit inside 
the goal cluster and the goal cluster’s shape should be a 
square or a rectangle. 

Through the proposed drone simulator, we can cover 
large farmland within a minimum time and minimum 
human intervention. This helps to reduce the fertilizer 
wastage during the spraying process and speed up the 

spraying process. Also, through reducing the overuse 
of fertilizer the farmer can save money without 
spending extravagantly on fertilizer. Using drone 
technology for rice agriculture can save the farmer’s 
money from expensive labourers as well. 

In the future, we expect to complete the development 
of the ongoing modules and tackle the problems while 
the drone battery dies. Furthermore, we hope to test the 
drone simulator with an autonomous drone. We 
anticipate improving the proposed drone simulator not 
only for rice but also for other agricultural crops. 
Moreover, we look forward to selling or renting out the 
developed drone solution to the farmers as a package 
with a concessional price. 

This research helps to promote the drone technology 
in developing countries and regulate the fertilizer 
usage. Through the regulation of fertilizer, the farmer 
can increase not only the quantity of the harvest, but 
also the quality. It will provide a great support to the 
economical development of the country. 
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Abstract — Rapid demand for energy has influenced 
engineers and scientists' investigation on renewable 
sustainable energy solutions. Although a wide variety of 
sustainable natural energy resources are available, 
usableness depends on technical feasibility and 
government intervention. Solar energy is a widely 
accepted solution for electricity generation due to its 
unique availability. With promotion of the solar power 
as a means for Sustainable Development Goal (SDG7) 
of the United Nations, this study is motivated to review 
information on solar power as a renewable energy 
source and to examine how Sri Lanka is ready for such 
move to relieve the economic burden from imported 
energy. The paper reveals government interventions in 
solar power initiatives and challenges towards energy 
sustainability and provides a future outlook. 

Keywords — sustainability, solar power, Sri Lanka, 
energy 

I. INTRODUCTION 
 With the complex lifestyles of humans and the 
development of economies, the energy demand is rapidly 
increasing globally. As the World Energy Council predicts 
[1], global electricity demand will peak in 2030. Increased 
use of conventional energy sources like fossil fuel over the 
years has caused several hazards such as water and air 
pollution, global warming, acid rain, land degradation, and 
all of these hazards transforming towards a burning global 
issue- Climate change. Fossil fuel is only one of the three 
main categories of global energy resources (oil, gas, coal) 
and global attention is focused on two other categories of 
energy resources; nuclear energy and renewable energy 
(wind, solar, geothermal, airpower, biomass, hydrogen, 
ocean) [2]. With the United Nations focus on Climate 
change through Framework Convention on Climate Change 
(UNFCCC), leading international bodies such as 
International Renewable Energy Agency (IRENA) promote 
the widespread adoption and sustainable use of renewable 
energy sources that includes bioenergy, geothermal, 
hydropower, ocean, solar and wind energy as sustainable & 
clean energy sources. United Nations Sustainable 
Development Goals (SDGs) set in 2015 “Ensure access to 
affordable, reliable, sustainable and modern energy for all” 

as the seventh goal (SDG7), has emphasized the 
sustainability in energy usage to achieve by 2030 [4]. 

Advancement in technology, proper regulation of 
policies [5] and enhancement of efficiency through research 
and development (R&D) [6] are some of the options to 
conserve the existing energy sources while the innovation 
of environment-friendly        renewable        resources.        
The sustainability concept concerns preserving natural 
resources for future generations to meet their own needs 
while fulfilling the present needs [7]. Among different 
renewable energy sources, solar power has become 
significant as it uses the energy of the sun which is giving a 
large amount of energy due to the fusion of hydrogen nuclei 
in the form of solar radiations. 

This article focuses on answering the research question 
of "What do we know about solar power and how the 
government of Sri Lanka supports its adoption”. This study 
was motivated due to the scant literature that reveals the 
readiness and levels of adoption of sustainable energy 
sources by Sri Lanka. Accordingly, this paper aims to 
produce an overview of solar power as a means for 
reaching the Sustainable Development Goal (SDG7) of the 
United Nations and provide information on its readiness 
and adoption in Sri Lanka. 

II. SOLAR POWER AS A SUSTAINABLE 
ENERGY SOURCE  

 The Joint Sustainable Development Goals (SDG) Fund 
is one of the initiatives that transform policies and stimulate 
strategic investments that require meeting SDGs' needs [8]. 
Among 17 goals, the world is progressing towards Goal 7 
with encouraging signs that energy is becoming more 
sustainable and widely available. As improvement proofs, 
access to electricity in poorer countries shows making 
impressive gains in energy efficiency in the electricity 
sector. As the name implies, it should have more focused 
attention to improve access to clean and safe energy 
sources. Its Energy Progress Report provides a global 
dashboard to register progress on energy access, energy 
efficiency and renewable energy. This assesses the progress 
of each country using these three main aspects how far they 
stand ahead for SDG. As at the website of United Nations, 
Department of Economic and Social Affairs, Sustainable 
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Development [9] still 13% of the global population lacks 
their access to modern electricity while 3 billion people are 
relying on wood, coal, charcoal or animal waste for cooking 
and heating. Usage of these conventional energy sources 
has become the dominant contributor to climate change 
with 60% of total global greenhouse gas emissions. 
According to the data found in 2016, the share of renewable 
energy sources has increased at its fastest rate since 2012 by 
the application of hydropower, wind, and solar [10].  

 Sustainability is not a new concept to the scientific 
community and it has become the main component of recent 
national policies, strategies and development plans of many 
countries [11]. 

 Applications of renewable energy sources have shown 
not only environmental benefits but also economic 
development as well. Especially renewable energy 
development has become a trend globally to meet the need 
for electricity due to the rapid decrease of stored sources and 
negative environmental impacts [12]. According to David 
Pimentel, 2001 hydropower contributes significantly to 
world energy by providing 6.5% of the supply [13]. Biogas 
is alternative energy source for power generation and heat 
generation for household use [14]. Wind power has 
provided energy to pump water and to run mills and other 
machines, although it is limited by the availability of sites 
with sufficient wind [15]. 

Solar power is one of the easily accessible sources of 
energy that the sun emits at high-speed radiation which is 
available on large areas of Earth [16]. As reported usage of 
solar power has no harmful effects on the ecosystem and it 
is widely applicable efficiently in urban and rural areas, in 
industrial and domestic conditions due to its easy 
accessibility and usability. The applications of solar energy 
can be broadly classified into two categories such as thermal 
energy systems which convert solar energy into thermal 
energy and photovoltaic energy system which converts the 
solar energy into electrical energy. 

In order to meet the SDG target by 2030 while 
increasing the share of renewable energy in the world 
energy mix with double the global rate of improvement in 
energy efficiency, it is suggested to focus on research for 
clean energy and technology, energy efficiency means and 
models and use of cleaner fossil-fuel technology. 

III. READINESS FOR SOLAR ENERGY – A 
GLOBAL PERSPECTIVE 

 Restricted access to energy sources is one of the major 
crises in the world. Energy supply through noncarbon 
energy renewable sources is considered as the most 
promising solution for this problem [17]. By considering the 
economic and environmental benefits, the world has 
initiated various programs to replace fossil fuels with 
renewable energy resources. 

Research and development of solar energy have existed 
for many decades in finding new technologies such as solar 
heating, solar drying, solar thermo-electricity generation 
and photovoltaic solar energy conversion. According to 

Siripala, 2014 [18] there are main two categories of solar 
research. One is focusing on inventing efficient solar cells 
that can be made at a very low cost, and others have 
focused on developing very high-efficiency cells even 
though they are expensive in manufacturing. Among all 
these researches, one of the main challenges is invention of 
cost effective efficient solar cell comparing with fossil 
fuels. Although it is challenging majority of the 
universities and research institutes worldwide have 
prominent research programs on solar energy converting 
devices as they have understood damage done to the 
environment by using fossil fuels will be irrecoverable 
[19]. All these efforts require immense amounts of money 
and resources in order to find a suitable solution to the 
energy problem [20]. 

Another aspect is although there are a large number of 
research programs conducted throughout the world, 
outcomes with practical applications are expected. The     
main reason is that lack of knowledge and accumulation of 
knowledge generated by a large number of projects will be 
essential to develop a final product. Fundamental research 
on the related subject areas plays a very important role in 
developing final applicable devices. For instance, the 
discovery of the transistor by Bardeen, Shockley and 
Brattain in 1947 [21] has influenced understanding the 
fundamental principles of semiconductors. 

Victoria et al., 2021 [22] has mentioned that solar 
photovoltaics (PV) which are installed has cumulative 
capacity at the end of 2019 accounted for more than 600 
GW and PVs could become our majority global energy 
source and an improved representation of this technology 
with new innovations of solar cell and system levels could 
highly contribute world energy consumption. Countries 
like Africa has tend to apply these technologies as PV 
appear to offer the possibility of ‘green’ electricity for rural 
areas specially in Sub Saharan Africa [23]. 

Solar hybrid energy system is a combination of energy 
sources with different characteristics and an energy storage 
system. It is important when solar energy itself is not 
enough in generating constant power for consumption [24]. 
As an energy source with no carbon or greenhouse gas 
emission photovoltaic power generation systems has used 
as an alternative not only for cooking and day-to-day 
household activities but also in highway service areas 
especially in China as they are small in size, lightweight 
and its small occupational space. Usage as an energy source 
in industrial activities is important as this equipment has a 
long useful life period ranging from 20 to 50 years with 
zero pollution emissions as PV consumes no fuel without 
any noise. It power is generated without water supply is 
also important as PV systems can be applied for areas 
which are uninhabited [25]. 

Developing an environmental-friendly photovoltaic 
solar panel that can shut high temperature radiation within 
a panel box was done by Kohei et al., 2020 which they 
include a panel having a decompression-boiling heat 
collector that can absorb heat from the PV module. There 
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a single PV system could keep the heat radiation 
temperature from the PV solar panel surface around 45°C 
even in summer and able to provide hot water at least 60°C 
by controlling the flow rate. As mentioned, this system has 
high efficiency in the utilization of solar energy with a 
small environmental heat load [26]. Chemical storage of 
solar energy such as hydrogen production by water 
splitting using sunlight has been done by Boretti et al., 
2021 [27], is an active research area. Among all, 
photovoltaic solar cell research and development have a 
prominent place. As a result, semiconductor silicon-based 
solar cell devices are at the forefront today, while the 
emerging technology is on the development of thin-film 
solar cells using other semiconductor materials. China 
leads in solar power generation globally and India joins as 
a prominent user in Asia. Israel is one of the pioneer 
countries that use solar energy for domestic usage and for 
solar plants. There they have equipped all most all the new 
buildings to be with solar collectors for water heating while 
high rates of domestic solar water heating worldwide 
(about 75% of households). 

Companies in the country have solar technologies such 
as large-scale solar-powered electricity generating plant 
installed in Southern California’s Mojave Desert [28].  

Increasing the technology of solar energy systems has 
been experimented by a number of experiments all over the 
world by in ceasing their capacities with minimal 
environmental impacts. 

IV. READINESS FOR SOLAR ENERGY IN SRI 
LANKA 

 With reference to SDG7, by 2030 it has expected to 
upgrade infrastructure and technology to enable a move 
towards sustainable energy sources. Sri Lanka has faced a 
major economic burden due to the dependence on imported 
energy resources and their high costs. This section reviews 
solar power initiatives and institutional and legal framework 
governing such initiatives in Sri Lanka. Solar energy, one 
of the clean and free renewable energy resources abundantly 
available in Sri Lanka that could be a major cornerstone of 
the future renewable energy systems in the country as the 
country is located within the equatorial belt. As mapped by 
the National Renewable Energy Laborite, USA solar 
radiation varies from 4.0 – 4.5 kWh/m2 /day [29]. 
According to the data on the CEB website (on 12th 
November 2021), small power producers contribute only 
0.22 GWh countrys' daily electricity generation (Fig. 1.) 
[30]. 

When considered the institutional framework for Solar 
power in Sri Lanka, at present, the Energy and Business 
Development (MOPEBD), Ceylon Electricity Board 
(CEB) which contributes to the country's energy 
generation, transmission and distribution, Sri Lanka 
Sustainable Energy Authority (SLSEA) which plays a dual 
role as regulator and facilitator, Ministry of Power & 
Renewable Energy which involves in the planning of 
energy policies. Public Utilities Commission of Sri Lanka 

which is involved in sector governance are leading 
institutions for the development of this concept of solar 
energy of Sri Lanka [31]. Other stakeholder institutions and 
the Ministry of Finance & Planning, Ministry of 
Environment is helping in developing environmental 
policies while Central Environmental Authority involves in 
preparing environmental regulations [32]. 

 

Fig. 1. Daily electricity generation of Sri Lanka (as at 12.11.2021) 

 Except for all these institutions, Universities and 
Research and Development (R&D) Institutions of the 
country are important in R&D and providing training 
services.Other organizations such as Non-Governmental 
Organizations and technology suppliers of Sri Lanka are 
also important in this aspect. CEB has taken the priority to 
boost access to renewable, clean or green energy power 
generation in Sri Lanka. As the initial step, the CEB has 
introduced the cost attract investments for the new 
technology [33]. As the solar power industry has become 
matured, CEB gradually introduced the competitive 
bidding process in line with the Sri Lanka Electricity Act. 
As found in December 2020, 414 MW of Solar power 
capacity has been grid-connected. A Gradual 
transformation from Feed-in-Tariff (FIT) scheme to a 
competitive bidding process has also been introduced by 
the CEB aimed at traffic reduction trends in the global 
market. CEB has already planned 7,000 ground-mounted 
solar power projects with an installed capacity of 75 kW to 
be positioned at rural and semi-urban areas of the country. 
The project was promoted under the theme of "Gamata 
Balagarayak" and aimed to attract local entrepreneurs for 
the project [34]. 
 According to SLSEA, the solar resource atlas of Sri 
Lanka is an important addition to the existing knowledge 
on solar resources of Sri Lanka. The first solar atlas of Sri 
Lanka was prepared by the National Renewable Energy 
Laboratory (NREL) of the USA, in 2005 which has 
provided a great opportunity in exploring solar resources 
of the country, leading to gross estimates of solar potential. 
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The availability of accurate solar resource is crucial for the 
sustainable development of solar resources in Sri Lanka. 

CEA as the key institution of preparing regulations and 
Environmental Impact Assessment (EIA), has contributed 
various national projects in this regard by evaluating its 
value with reference to the environment of the country. 
Ministry of Power, CEB and Sri Lanka Sustainable Energy 
Authority (SLSEA) initiated grid-scale solar PV power 
project, small scale distributed solar PV projects and 
rooftop solar PV installing commercial scale. As an 
example, CEA has joined with SLSEA for the EIA report of 
Proposed Solar Park in Siyabalanduwa, Sri March 2021 
[35]. Review of the legal framework for Solar power in Sri 
Lanka shows that in recent past years the technology of 
solar energy has rapidly grown with the encouragement of 
government policies. Its low maintenance cost with low 
environmental issues makes it easy to cut down the 
electricity bills. 

 Sri Lanka Sustainable Energy Authority Act, No.35 
of 2007 is one of the leading Act which was there for the 
establishment of the Sri Lanka Sustainable Energy 
Authority, to develop renewable energy resources, to 
declare energy development areas, to implement energy 
efficiency measures and conservation programs, to 
promote energy security and to evaluate the reliability and 
cost- effectiveness in energy delivery and information 
management [36]. Guideline for Renewable Energy Project 
Development and Circular: "Speeding up of the Renewable 
Energy Projects Development Process" is also two major 
regulatory framework for Sri Lankas' ground-mounted 
solar power projects. Supplying sustainable and affordable 
energy services to support socially equitable development 
in Sri Lanka [37]. In order to move toward energy 
independence and sustainable development, Sri Lanka 
should develop a technology mix using available 
indigenous energy sources such as hydro, solar, wind, 
biomass while reducing the usage of imported fossil fuel 
[38]. 

A review of publically available documents shows 
initiatives of solar power projects in the country. Rooftop 
solar systems have become popular with the availability of 
rooftop spaces in urban and rural areas [39]. The "Rooftop 
Solar PV Power Generation Project" has provided credit 
facilities by the Government of Sri Lanka (GoSL) through 
a loan from the Asian Development Bank (ADB). The 
credit line for the project is managed by the Ministry of 
Finance (MoF) and funds are channeled to the beneficiaries 
through selected Banks (Participating Financial Institutions 
-PFI). The technical support is provided by the Project 
Implementation Unit (PIU) in close collaboration with 
MoF, Ministry of Power, Energy and Business 
Development (MoPE) and Sri Lanka Sustainable Energy 
Authority (SLSEA) [40]. Power from the Rooftop Solar PV 
Installations can be integrated with the National grid 
through the Utility Providers in Sri Lanka, namely Ceylon 
Electricity Board and Lanka Electricity Company Private 
Limited. 

Large scale development projects have been planned 
especially in areas such as Trincomalee, Ampara, 
Monaragala,  Hambantota,  Kurunegala  and  Anuradhapura 
[41] and in other urban cities such as Colombo. Distributed 
solar PV resource development has its own challenges such 
as institutional issues, financial issues, regulatory issues, 
awareness issues in a country like Sri Lanka. Research has 
been done by National Renewable Energy Laboratory, 
Colorado in 2003 on solar resource assessment for Sri 
Lanka and Maldives. They have applied a gridded cloud 
cover database at a 40-km resolution to produce updated 
monthly average daily total estimates of all solar resources 
(global horizontal, DNI, and diffuse) to input hourly or 
three-hourly cloud cover observations made at nine weather 
stations in Sri Lanka and two in the Maldives into a solar 
model that produces estimates of hourly solar radiation 
values [42]. There they have investigated the readiness of 
Sri Lanka for application of this technology by referring 
data obtained. The net-metering scheme was introduced in 
2010 to serve the solar PV rooftop industry with large scale 
implementation across the country. 

On September 6, 2016, the Government of Sri Lanka 
had launched an enhanced version of the rooftop solar PV 
program under the theme “Sooryabala Sangramaya” which 
means “Battle for Solar Power” [43]. This program 
attempts to encourage institutional users by exporting 
through a separate export meter without making any 
change to the electricity users' metering method. With the 
significant reduction of the cost of solar PV components, 
the service providers have quickly moved for large 
industrial customers who own large buildings with good 
roofs for solar PV systems. 

Research on Solar energy has been going on in Sri Lanka 
for a considerable period, especially concentrating on solar 
thermal and photovoltaic systems, solar energy materials 
and solar water. Many universities and research institutes in 
Sri Lanka are involved in these research programs and 
among them most of the research are focused on 
development of low-cost thin-film solar cell devices and the 
search for low cost semiconductor materials for solar energy 
applications. Most of these research programs are funded by 
the National Science Foundation (NSF) and the National 
Research Council (NRC) [18]. Numbers of research 
publications are available on new concepts, methodologies, 
and materials which have been discovered by locals. 
Commercialization of these innovative products has not yet 
been realized from this research. 

While achieving and realizing the capabilities of solar 
energy research in Sri Lanka, investment on solar energy 
research in Sri Lanka is an investment for the future. In 
order to get rid of the extremely high cost of fossil fuels, Sri 
Lanka will have to heavily depend on solar energy and other 
renewable energy resources for its future energy needs. 
Unless Sri Lanka develops the technology on its own for 
energy generation, in future it might have to heavily depend 
on foreign technology to harness the available solar energy. 
Therefore, continuation and further strengthening of 

ISSN 2756-9160 Page 85



 
 

 
 
 
 

 
 
 
 

INTERNATIONAL CONFERENCE ON ADVANCES IN TECHNOLOGY AND 
COMPUTING (ICATC-2021) 

Faculty of Computing and Technology (FCT), University of Kelaniya, Sri Lanka 
18th December 2021 

research and development on solar energy in Sri Lanka will 
be a meaningful investment for the future. 

V. CHALLENGES IN SOLAR ENERGY 
ADOPTION 

 Solar power systems face problems with weather 
conditions and the length of the day. The prices of the 
equipment in these systems are relatively high. PV system 
has a high capital cost compared to other conventional 
energy sources [37]. The surfaces of the photo panels and 
mirror photovoltaic should always be cleaned of different 
dust. Certain large areas of the solar photovoltaic station can 
be a challenge for cleaning. 

 The effectiveness of photovoltaic plants heating can be 
reduced due to various reasons. PV-panels may be 
inefficient in collecting all available solar energy due to a 
number of environmental factors such as intensity of the 
sun, cloud cover and wind speed [44]. 

 Lack of awareness of the potential benefits of the solar 
industry, especially among the rural population around the 
world is another challenge. Competition with energy 
sources in the markets and toxicity of the production 
material of solar cells are also some significant challenges. 
Instability of the energy supply make it to combine the 
system with other source of energy. The inability to provide 
enough supply to meet the need is also a weakness [45]. 
Large PV systems can cause some undesirable 
environmental impacts as well. 

VI. FUTURE OF THE SOLAR ENERGY 

To improve the capacity of current solar systems, new 
designs would need to be able to capture more light, 
transform light energy to electricity more efficiently and be 
less expensive. The cost for designing a product that can 
track the position of the sun accurately and consistently is 
an ongoing challenge but innovation on this front 
continues. As Emily Kerr from Harvard University, 2019 
indicates, improving the performance of solar systems 
should target efficiency [46]. Solar systems with many 
layers of light- capturing material can capture more 
photons. As tested solar cells with four layers can capture 
46% of the incoming light energy although it is too 
expensive. But ongoing research may be able to implement 
these super-efficient cells which will be cost-effective for 
commercialization. Major market players' involvement in 
investing more in research and development to increase the 
efficiency of this innovation is important while improving 
the sustainability of the resource. 

VII. CONCLUSION 

Energy is inevitable for an economy of any country. 
Countries like Sri Lanka incurs huge costs on energy 
imports causing balance of payment deficits every year. 
This paper aimed to contribute to the literature through 
reviewing information on solar power as a renewable 
energy source and to reveal on adoption in Sri Lanka. Solar 
power generation demands the most renewable sources of 

electricity. It has several advantages compared to other 
forms of energy but is still challenging as a consistent and 
cost- effective energy source to meet the high energy 
demand. Several pieces of research have been done by 
researchers all over the world in order to make it real while 
overcoming current challenges. Applications of solar 
energy are popular even in developing countries as the 
country's location severely affects these solar systems' 
efficacy. However, improvements in solar systems and 
their applications will take time and are possible only if 
they undergo bulk manufacturing and installation. Sri 
Lanka, as a middle income country needs the integration of 
policies and strong legal framework in order to achieve the 
SGD Goal7 and for the effective use solar power as a 
sustainable energy source. This study emphasizes the need 
for further research studies on solar power adoption by 
different countries, issues, and innovations to support 
reaching sustainable energy goals by 2030. 
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Waste to Value through Rice Hull to Nano-silica:                                                           
A Novel Paradigm of Sustainable Agronomy 

 
     

 

 

   

Abstract — Although Silicon (Si) in its bulk phases has 
long been used as a fertilizer in agriculture, specifically 
for those in the Poaceae family, the unique role their 
nanoscale counterparts may adopt in modern day 
agriculture remains mostly unknown. Oryza sativa (rice) 
is among the main agricultural crops in Sri Lanka. The 
rice plants accumulate and greatly benefit from Si, where 
it is deposited beneath the cuticle as cuticle-Si double 
layer in the form of silicic acid. Further, Si may also 
interact favorably with other applied nutrients, hence 
improving the agronomic performance, crop yield, as well 
as the tolerance of rice plants to abiotic and biotic stresses, 
thus making Si essential in sustainable rice production. 
The hull, or the hard protective layer of the rice grain, is 
mostly regarded as a bulk-scale waste produced during 
the post-harvest processing of rice. Nevertheless, it is 
notable that Si is a prominent constituent in rice hull. 
Hence, there have been recent attempts to utilize rice hull 
as a precursor for producing Si nanoparticles. However, 
such approaches, still being in their infancy, requires 
further systematic investigations to optimize the 
nanoparticle preparation, in terms of the ensuing 
nanoparticle properties (i.e., size, morphology, and 
porosity etc.) as well as the process economies themselves. 
Hence, in this study, a novel, facile, efficient, and scalable 
strategy was systematically developed for the preparation 
of Si nanoparticles from waste rice hull. Notably, pre-
processing conditions, synthetic parameters, and the 
chemical usages were optimized to allow scalability and 
sustainability to ensue. Initial characterization of the 
nanoparticles synthesized under aptly optimized 
conditions indicated the ability of this novel approach to 
synthesize nanoparticles of smaller dimension that could 
be stably suspended in aqueous media for prolonged 
durations without any signs of instability. Further 
investigations are ongoing in terms of creating and 

controlling the porosity of these nanomaterials, which will 
further enhance their carrier properties and thus the 
applicability as an effective nano-fertilizer. Overall, the 
knowledge imparted by this study will be significant in 
intensifying agricultural practices, specifically in many 
developing parts of the world, where rice remains to be a 
prominent crop, thus indicating a novel paradigm of 
sustainable agronomy. 

Keywords — Rice hull, Nano-silica, Synthesis, Stability, 
Nano-fertilizer 

I. INTRODUCTION 
Mineral nutrition is well known to contribute towards 

improving the quality and yield of cereal crops. Silicon; a 
quasi-essential element abundant in many soils has proven to 
be effective in producing (1) increased resistance to pathogens 
and insects, (2) increased resistance to strong wind and rain, 
(3) reduced lodging, (4) enhanced uptake of K, P and Ca, as 
well as (5) the alleviation of P deficiency, drought stress, salt 
stress, and metal toxicity (Mn, Cd, As, Al, Zn, Fe etc).[1]–[3] 
However, the ability of bulk Si to produce the above effects 
would depend on their transport through the plant. Hence, it is 
intuitive to believe that if Si in nanoscale is incorporated into 
fertilizer applications, the transport process will be 
momentously enhanced, thereby greatly amplifying the above 
benefits.[4]  

Additionally, with the recent advent of nanotechnology, it 
is well-known that matter may adopt unique properties, 
specifically, some of which might even be significantly 
different from those in the bulk-scale, due to the distinctive 
quantum confinement effects that prevails in the nanometer 
regime.[5], [6] As a result, some materials have been found to 
produce novel properties, specifically resulting from their 
nanoscale dimensions. Scientific research in this regard is 
mostly ongoing, and of note, some recent findings have 
proven that nanoparticles of Si or nano-silica are a powerful 
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and versatile tool that is greatly underutilized in contemporary 
agriculture, where the anticipated unique benefits may include 
(1) enhanced regulation of plant growth, (2) enhanced 
resistance to environmental stress, (3) significant 
improvement in soil quality (mainly the water holding 
capacity), and (4) the ability to serve as potential carries for 
fertilizers, pesticides, herbicides, or even DNA and 
proteins.[1]–[3]  

Oryza sativa (rice) is among the main agricultural crops in 
Sri Lanka. The rice plants accumulate and greatly benefit from 
Si, where it is deposited beneath the cuticle as cuticle-Si 
double layer in the form of silicic acid.[7] Further, Si may 
interact favorably with other applied nutrients, hence 
improving the agronomic performance, crop yield, as well as 
the tolerance of rice plants to abiotic and biotic stresses, thus 
making Si essential in sustainable rice production.[8] 
However, the effect of this imperative nutrient in rice 
cultivation at the nanoscale has not been explored thus far. 

The hull, or the hard protective layer of the rice grain, is 
mostly regarded as a bulk-scale waste produced during the 
post-harvest processing of rice. Nevertheless, it is notable that 
Si is a prominent constituent in rice hull.[7] Hence, there have 
been recent attempts to utilize rice hull as a precursor for the 
production of Si nanoparticles.[9]–[11] However, such 
approaches, still being in their infancy, requires further 
systematic investigations to optimize the nanoparticle 
preparation, in terms of the ensuing nanoparticle properties 
(i.e. size, morphology, and porosity etc) as well as the process 
economies themselves. Notably, if novel, facile, efficient, and 
scalable strategies could be developed for the preparation of 
Si nanoparticles from the waste rice hull, and the ensuing 
shape size and concentration effect of the same in rice 
cultivation is systematically evaluated, the knowledge 
acquired would be greatly significant in intensifying 
agricultural practices, specifically in many developing parts of 
the world, where rice remains to be a prominent crop. 

II. OBJECTIVES 
The focus of this study was to develop a novel method to 

effectively prepare Si nanoparticles using rice hull as the Si 
precursor, and to assess the effect of the same in rice 
cultivation. Notably, the initial investigations have revealed 
that nano silica synthesized under aptly optimized conditions 
indicated the ability of this novel approach to synthesize 
nanoparticles of smaller dimension that could be stably 
suspended in aqueous media for prolonged durations without 
any signs of instability. 

III. METHODOLOGY 
Synthesis of nano-silica: Synthesis of nano-silica was 

conducted using a modified procedure based on methods 
previously reported in literature.[12]–[14] First, the rice hull 
(RH) was cleaned with tap water and deionized water, dried 
in an oven. Then, it was soaked in 1 M hydrochloric acid 
(HCl) for 2 hours, washed with deionized water and dried in 
an oven again. The as-prepared RH was sintered in a muffle 
furnace at a standard temperature and time to obtain rice hull 
ash (RHA). Then, RHA was ground into a powder, which was 
washed again with HCl by mixing for 2 hours followed by 

overnight soaking. Then, the solution was centrifuged, and the 
supernatant was replaced with deionized water until any 
excess acid is removed, as confirmed with the help of pH 
papers. Then, a standard solution of sodium hydroxide 
(NaOH) was added into the RHA and the solution was heated 
while stirring until the ash was completely dissolved, followed 
by hot filtration. Once the filtrate was cooled to room 
temperature, a known volume of deionized water was added 
to the solution and finally a standard solution of sulfuric acid 
(H2SO4) was added dropwise under continuous stirring until 
the solution was completely neutralized and a turbidity was 
observed. The as-synthesized particles were purified via 
repeated centrifugation followed by resuspension in deionized 
water. The cloudy suspensions obtained were transferred into 
reagent bottles and stored until further use. Above procedure 
was repeated multiple times to ensure repeatability of the 
procedure.  

Optimization of synthetic parameters: In optimizing the 
scalability and the economic viability of the procedure 
developed for synthesizing nano-silica, (1) the need for acid 
washing, (2) reusability of the acid wash solution, and (3) the 
stability of the nanoparticles based on diluent volume used 
during the synthesis were optimized here. The above 
parameters were decided based on the cost-factors that would 
likely be associated in commercializing the scientific findings 
and the stability of the nanoparticles which is deemed to alter 
the behavior of the nanomaterials upon eventual application. 
The effect of acid washing on the synthesis of nano-silica was 
evaluated by conducting the above outlined synthesis 
procedure with and without the acid washing step, while all 
other conditions and parameters were held constant. The 
reusability of the acid solution for washing RH was evaluated 
by repeating the above outlined synthesis procedure with RH 
washed with fresh and used acid solutions, while all other 
conditions and parameters were held constant. The effect of 
diluent volume on the ensuing stability of the nano-silica was 
evaluated by repeating the above outlined synthesis procedure 
with different volumes of deionized water (50, 100, and 150 
mL) being used as the diluent, while all other conditions and 
parameters were held constant. 

IV. RESULTS AND DISCUSSION 
All synthesis and analysis conducted here were done using 

RH obtained during the processing of a single batch of samba 
rice, while the pre-cleaned RH was mixed to ensure 
homogeneity within the sample. It was observed that the 
synthetic approach developed here could produce a fine 
aqueous suspension of nano-silica which could be stably 
suspended for prolonged durations. Hence, in optimizing the 
synthetic parameters further, the effect of acid washing, 
reusability of the acid solution for washing, and effect of 
diluent volume were systematically evaluated to understand 
their role in the synthesis process and/or in dictating the 
properties of the ensuing nanoparticles.  

Figure 1 (A) shows an image of RH after acid-washing and 
drying. To evaluate the effect of acid washing, multiple 
samples prepared in this manner was sintered after being 
treated with concentrated acid, while control samples were 
used as is. Images of RHA obtained for the acid washed and 
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unwashed RH are indicated in Figure 1 (B) and (C) 
respectively. As can be clearly seen, the acid washing was 
essential in (1) allowing complete combustion taking place 
during the sintering process, while (2) assisting the 
disintegration of the RH structure during sintering; both of 
which are important for the efficient pre-synthetic processing 
of RH. Clearly, for the controls where acid-washing was not 
conducted, incomplete combustion was observed as clearly 
visible by the appearance of the sintered samples, while the 
ensuing disintegration of the RH structure during the sintering 
was also minimal. Hence, it was inferred that acid-washing is 
essential to remove any impurities that are likely present in 
RH thus leading to incomplete combustion, while the same 
assists the efficient disintegration of the carbonaceous 
backbone of RH during sintering. 

 
Fig. 1. Images of (A) acid-washed and dried RH, and RHA (i.e. sintered RH) 
(B) with and (C) without acid washing 

As per the overall objective of developing a novel nano-
fertilizer with silica, process scalability, economic viability, as 
well as environmental sustainability were considered as 
important considerations. Hence, to assess the reusability of 
the acid solution for washing RH experiments were conducted 
to observe RHA washed with fresh and reused acid solutions 
of a standard solution. Leaching of phytochemicals and/or 
impurities into the acid solution was clearly apparent after 
even after the first round of washing, hence indicating that the 
efficiency of the acid solution would decrease with successive 
use.  

However, as observed by the images of RHA washed 
using fresh, twice, and thrice used acid solutions in Figure 2 
(A), (B), and (C) respectively, efficient sintering was apparent 
with acid solutions reused up to three rounds of washing. All 
samples washed with acid solutions reused beyond this level 
indicated inefficient processing as was clearly apparent by the 
hue and the presence of blackish RH resides which were 
apparent post-sintering. Hence, in optimizing the reusability 
of the acid solution for washing RH during the pre-processing, 
it was inferred that the acid washing could be done with fresh, 
once-used, or even twice-used acid solutions without 
hampering the anticipated pre-processing of RH thereby 
assisting the economic viability as well as environmental 
sustainability of the synthetic approach developed herein.  

Eventually, the RHA obtained in this manner was used in 
the nano-silica synthesis where the formation of nanoparticles 
was apparent by the appearance of a cloudy turbidity in the 
otherwise clear solution during the final neutralization step 
(Figure 2 (D)). However, it was apparent that the formation of 
nanoparticles was accompanied by the observation of a thick 
gel in the synthetic medium which is likely to hinder any 
successive nucleation and growth of nanoparticles that may 
ensue. Hence, to minimize this, dilution of the synthetic 

medium was conducted using deionized water right before the 
final acid addition step, thus allowing the solution viscosity to 
be remain intact during the nanoparticle formation. As 
anticipated, dilution of the synthetic medium led to the 
formation of nanoparticles as evidenced by the formation of a 
cloudy suspension upon neutralization, without any gel 
formation.  

 
Fig. 2. Images of RHA washed using (A) fresh, (B) twice, and (C) thrice used 
acid, and (D) the milky suspension of ensuing nano-silica 

Hence, to optimize the diluent (i.e. deionized water) 
volume used during the synthesis, the  synthesis procedure 
was repeated with different volumes of deionized water being 
used as the diluent, while all other conditions and parameters 
were held constant. This indicated that the synthetic medium 
could be efficiently diluted with deionized water thereby 
diminishing any gel formation, while still leading to the 
formation of nanoparticles. However, further dilution of the 
medium indicated that nucleation may be hindered due to 
decreased precursor concentration hence dampening the 
nanoparticle formation. Thus, the experiment conducted here 
allowed to identify the optimum diluent volume to be used for 
the nano-silica synthesis.  

The nanoparticles prepared in this manner indicated 
significantly stable dispersion stability where no signs of 
precipitation were apparent for prolonged durations of up to 
few months. Further, in the absence of microscopic 
characterization, the appearance of the suspension as well as 
the prolonged suspension stability serves as evidence for the 
smaller dimensions of the nanoparticles formed via this novel 
synthetic approach. Nevertheless, such dispersion stability is 
deemed important in utilizing the nanoparticles in fertilizer 
applications where the suspensions could be directly applied 
onto a desired crop, while the stability and the smaller 
dimensions of the nanoparticles will increase the uptake as 
well as the nutrient delivery that the nanoparticle fertilizer is 
anticipated to perform. 

Further detailed characterization of the nanoparticles 
developed here, and the investigation of their fertilizing 
efficacy are ongoing. However, with the initial observations 
reported here, the study will likely result in a process by which 
rice hull could be efficiently transformed into an effective and 
sustainable fertilizer starting with waste rice hull, indicating 
competent use of technology in facilitating sustainable 
agricultural practices.  

V. CONCLUSION 
A novel, facile, and controlled synthetic approach was 

developed for the RH mediated preparation of nano-silica. 
The salient process parameters such as acid washing, 
reusability of acid was solution, as well as diluent volume 
were aptly investigated and systematically optimized via 
carefully designed investigations. Overall, the nano-silica 
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obtained via the optimized synthetic pathway indicated 
exceptional dispersion stability, serving as initial evidence for 
the smaller dimensions as well as the appreciable stability of 
the nanoparticles produced here. Thus, the initial 
investigations conducted suggests that the process developed  
here is facile, scalable, and controllable in producing nano-
silica that may efficiently be incorporated as a novel nano-
fertilizer for the many crops that essentially requires silicon as 
a notable micronutrient. Investigations are ongoing in terms of 
creating and controlling the porosity of these nanomaterials, 
which will further enhance their carrier properties and thus the 
applicability as an effective nano-fertilizer. Overall, the 
knowledge imparted here is significant in intensifying 
agricultural practices, specifically in many developing parts of 
the world, where rice remains to be a prominent crop, while 
unfortunately RH is considered only as mere agricultural 
waste, thus indicating a novel paradigm of sustainable 
agronomy. 
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Abstract— The volatility of daily exchange rate is a 
significant economic indicator for open economic 
countries like Sri Lanka, when considering the 
international level trade. Therefore, it is very important 
to be aware of the behavior of future fluctuations of the 
exchange rate volatility, even though accurate volatility 
forecasting is challenging. The purpose of this study is to 
model and forecast the volatility of the US Dollar against 
the Sri Lankan Rupee (USD/LKR) daily exchange rate. 
The daily USD/LKR exchange rate data from 1st January 
2015 to 30th April 2021 were used in this study and it was 
found that the exchange rate was continuously increasing 
throughout the period and stationarity of the daily 
exchange rate return series was confirmed by the 
Augmented Dickey-Fuller (ADF) test. Volatility of the 
daily exchange rate returns were modeled using 
Generalized Auto-Regressive Conditional 
Heteroscedastic (GARCH) models. ARMA(2,1) was 
found to be the most preferable model for the mean 
equation, and GARCH(1,1) was identified to be best to 
capture the conditional volatility of the residuals of the 
ARMA(2,1) model. In addition, Lagrange Multiplier 
(LM) test clearly showed that ARCH effect no longer 
exists in the residuals of ARMA(2,1) - GARCH(1,1) model 
and the Sign Bias test indicated that there was no 
asymmetry effect in residuals. Therefore ARMA(2,1) - 
GARCH(1,1) was identified as the best model to forecast 
the USD/LKR daily exchange rate with Mean Squared 
Error (MSE), Root Mean Squared Error (RMSE) and 
Mean Absolute Error (MAE) equal to 0.047695, 0.218391, 
and 0.047695 respectively. The findings of this study can 
be used in decision and policy making stages to minimize 
the risk associated with exchange rate volatility. 

 
Keywords — Exchange rate, GARCH, Volatility  

I. INTRODUCTION 
From the earliest stages of globalization, many countries 

tended to international trade where the transactions mostly 
depend on the USD and the foreign exchange market has been 
expanded with time. The foreign exchange rate is the relation 
of the value of two currencies which is regarded as the 
relative value. Volatility of the exchange rate is indicated by 
the relation of the demand and supply of the currency in the 

foreign exchange market. Therefore exchange rate is a crucial 
economic factor to continue the economic stability of all 
countries and its fluctuation significantly impacts the 
macroeconomic variables like gap between net exports and 
imports, interest rate, debt payments installment of the 
countries, inflation, unemployment, etc. However the global 
economic crisis leads to the volatility of the exchange rate 
fluctuations which mainly affect the economic activities of 
the developing open economy countries like Sri Lanka than 
other developed countries. 

 
Modeling and forecasting of exchange rate volatility are 

great interest to decision and policy making at different levels 
to minimize the risk associated with exchange rate volatility. 
Most researchers have studied the non-constant variance in 
the financial time series like exchange rate, and uncertainties 
in prices and returns. Therefore, the behavior of exchange 
rate volatility is explained using time series econometric 
models.  A study on analyzing daily closing prices for four 
currency pairs viz. Euro, Pound, Swiss Franc and yen against 
the US Dollar [1], using data from January 2002 to December 
2011 forecasted the volatility of each foreign exchange rate 
by using univariate GARCH models. It was compared the in-
sample forecasts from symmetric and asymmetric GARCH 
models with the implied volatility derived from currency 
options for each dollar parity. A low volatility was noted 
during the period of 2002 to 2007, and there was high 
volatility during the rest of the period. Finally, it was 
concluded that the volatility forecasts significantly 
outperform the GARCH models in both low and high 
volatility periods.  

 
Univariate nonlinear time series models such as Auto-

Regressive Conditional Heteroscedastic (ARCH) and 
GARCH models have been used to examine the behavior of 
the daily (TZS/USD) exchange rate [2] by using data from 
January 2009 to July 2015. In the same study, Exponential 
GARCH (EGARCH) model also has been used to capture the 
asymmetry in volatility clustering and the leverage effect in 
exchange rate. In a study of identifying the volatility of the 
RM/Sterling exchange rate by using GARCH models [3], the 
maximum likelihood method and several goodness-of-fit 
statistics were used to estimate the parameters of these 
models and diagnosed the performance of the within-sample 
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estimation. Also the accuracy of the out-of-sample and one-
step-ahead forecasts were evaluated using mean squared 
error. In this study the stationary GARCH-M outperforms 
other GARCH models in out-of-sample and one-step-ahead 
forecasting. When using random walk model as the naive 
benchmark, all GARCH models outperform this model in 
forecasting the volatility of the RM/Sterling exchange rate. 
 

To understand the theoretical and empirical performance 
of the GARCH class of models and to exploit the potential 
gains in modeling conditional variance, a study was carried 
out to forecast monthly exchange rates of Pakistan for the 
period ranging from July 1981 to May 2010[4]. ARMA, 
ARCH, GARCH, and EGARCH models were used in this 
study and found that GARCH (1, 2) was best to remove the 
persistence in volatility while EGARCH (1, 2) successfully 
overcome the leverage effect in the exchange rate returns. 
When it comes to the context of Sri Lanka, the behavior of 
the daily USD/LKR exchange rate was examined by using  
several ARCH and GARCH models[5], and found that 
ARMA(1,1) – ARCH(6)  is the best fitted model to forecast 
the daily USD/LKR Exchange rate volatility. 
 

Even though above researchers have studied about 
forecasting exchange rates in various contexts, with the 
dynamic nature of the volatility of exchange rate, it is vital to 
study further and identify better forecasting models to 
forecast exchange rate and it will assist to reduce the risk 
associated with investment and policy making decisions.  
Therefore, this research is focused on identifying a 
forecasting model to forecast USD/LKR daily exchange rate 
volatility using GARCH model.  

II. OBJECTIVES 
The main objective of this research is to analyze the 

behavior of the daily USD/LKR exchange rate over the study 
period and to construct forecasting (ARCH  family) model to 
forecast the exchange rate while evaluating the forecasting 
performance of  the best fitted model.  

III. METHODOLOGY 
The data used in this study consists of daily exchange 

rates of USD/LKR from 1st January 2015 to 30th April 2021 
obtained from the Central Bank of Sri Lanka which 
comprises 1520 observations. Exchange rate return was 
calculated from the following Equation (1): 

𝑅𝑅𝑃𝑃 = 𝑅𝑅𝑃𝑃 � 𝑋𝑋𝑡𝑡
𝑋𝑋𝑡𝑡−1

� =𝑅𝑅𝑃𝑃 𝑅𝑅𝑃𝑃 (𝑋𝑋𝑃𝑃)  − 𝑅𝑅𝑃𝑃(𝑋𝑋𝑃𝑃−1)      (1) 

, where Rt is the daily return of USD/LKR exchange rate at 
time 𝑡𝑡 and  𝑋𝑋𝑃𝑃 is the daily USD/LKR exchange rate at time 𝑡𝑡.  

The data set was divided into two sets namely training and 
testing where the training set ranging from 1st January 2015 
to 31th May 2019 (1062 observations) and the testing set 
ranging from 3th June 2019 to 30th April 2021 (458 
observations). 

     First, the stationarity of the return series of daily exchange 
rate was checked by using Augmented Dickey-Fuller (ADF) 
test [6]. Box Jenkin’s methodology was applied  
next to model the conditional mean equation of the exchange 
rate return series [7]. The combination of AR(p), MA(q) and 
ARMA (p, q) models were used and latter is expressed in 
Equation (2): 

𝑅𝑅𝑃𝑃 = 𝑃𝑃 + ∑ 𝜑𝜑𝑃𝑃𝑅𝑅𝑃𝑃−𝑃𝑃
𝑝𝑝
𝑃𝑃=1 + ∑ 𝜃𝜃𝑃𝑃𝜀𝜀𝑃𝑃−𝑃𝑃

𝑞𝑞
𝑃𝑃=1        (2) 

, where 𝜑𝜑𝑃𝑃 and 𝜃𝜃𝑃𝑃 are parameters, 𝑃𝑃 is a constant, and 𝜀𝜀𝑃𝑃 is the 
residual at time t. The best model for the mean equation was 
selected by comparing the accuracy measures such as 
Akaike Information Criterion (AIC), Bayesian Information 
Criteria (BIC), Durbin-Watson (DW) statistic and R-square 
value of identified adequate models. The residual diagnostics 
of the mean equation were tested by correlogram Q-statistic 
and Jarque-Bera test. The presence of ARCH effect of the 
residuals of the conditional mean model was tested by using 
the Lagrange Multiplier (ARCH-LM) test [8]. The 
conditional variance of the residuals of the conditional mean 
model was modeled by using two time-varying volatility 
models namely ARCH and GARCH. Engle (1982) [9] 
developed ARCH model to capture the volatility of the 
financial time series. The general ARCH(q) model assumes 
normally distributed residuals where the current conditional 
variance depends on the first q previous squared innovations 
as follows: 

              𝜎𝜎𝑃𝑃2 = 𝜔𝜔 + ∑ 𝛼𝛼𝑃𝑃𝜀𝜀𝑃𝑃−𝑃𝑃2𝑞𝑞
𝑃𝑃=1              (3) 

, where ω>0,𝛼𝛼𝑃𝑃 ≥ 0 and i >0.  

Bollerslev (1986) [10] developed the GARCH model and 
the general GARCH (p, q) model assumes normally 
distributed residuals where the current conditional variance 
depends on the first p previous conditional variances and the 
first q previous squared innovations as follows: 
 

𝜎𝜎𝑃𝑃2 = 𝜔𝜔 + ∑ 𝛼𝛼𝑃𝑃𝜀𝜀𝑃𝑃−𝑃𝑃2𝑞𝑞
𝑃𝑃=1 + ∑ 𝛽𝛽𝑗𝑗𝜎𝜎𝑃𝑃−𝑗𝑗2𝑝𝑝

𝑗𝑗=1     (4) 

, where ω>0,𝛼𝛼𝑃𝑃≥0, 𝛽𝛽𝑗𝑗>0 and i, j >0.  
The best model for the variance equation was selected by 

comparing the accuracy measures such as AIC, BIC, DW  
statistic and R-square value of identified adequate models. 
Then, the ARCH-LM test was conducted to test the ARCH 
effect of the residuals of selected conditional variance model 
and also the serial correlations, normality and asymmetric 
effect of residuals were tested. Finally, the forecasting 
performance of the best fitted model was evaluated by using 
MSE, RMSE and MAE. 
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IV. RESULTS AND DISCUSSION 

Fig. 1. The time series plot of the daily USD/ LKR exchange rate 

Figure 1 shows the time series plot of the daily USD/LKR 
exchange rate which gives a comprehensive knowledge about 
the daily USD/LKR exchange rate variation during the past 
six years. From 2015 to 2021, the exchange rate has been 
increased dramatically from Rs. 130 to Rs.200. The global 
economic crisis due to Covid-19 pandemic is the main reason 
for the unexpected increment of the exchange rate during last 
year.  

A forecasting model can be fitted only for a stationary 
time series. The stationarity of the exchange rate return series 
was tested by using ADF test based on the following 
hypothesis and the results are shown in Table 1.  

𝐻𝐻0: return series is not stationary 
𝐻𝐻1: return series is stationary 

 
Table 1. ADF test  

 T - Statistic Prob.* 
Augmented Dickey – Fuller test statistic -40.93181 0.0000 

Test critical values: 1% level -3.434454 
  5% level -2.863240 

10% level -2.567723 
  
 According to Table 1, the null hypothesis is rejected as 
the p-value of the ADF test statistic (0.000 < 0.05) is 
significant at 5% significance level and it can be concluded 
that the daily exchange rate return series is stationary. Then, 
several tentative conditional mean models were identified by 
using Box Jenkin’s methodology and the best mean equation 
was identified by comparing AIC, BIC, DW and R-square 
values. The accuracy measures of the adequate mean models 
are shown in Table 2. 
 
Table 2. Accuracy measures of adequate mean models 

Model AIC BIC R2 DW 

AR(1) -9.026841 -9.017471 0.015821 1.984824 
MA(1) -9.023793 -9.014423 0.012811 2.023697 
AR(2) -9.027237 -9.013182 0.01807 2.003955 
MA(2) -9.028238 -9.014183 0.019054 1.995333 

ARMA(1,2) -9.037846 -9.019106 0.030457 2.017056 
ARMA(2,1) -9.039877 -9.021138 0.032424 1.996509 

  

Table 2 indicates the results of the accuracy measures of 
the identified tentative conditional mean models. By 
comparing the AIC, BIC, R-square and DW statistics of each 
model, ARMA (2,1) model was selected as the best 
conditional mean model and the corresponding equation is as 
follows.   

𝑅𝑅𝑃𝑃 =  0.791211 𝑅𝑅𝑃𝑃−1  +  0.190915 𝑅𝑅𝑃𝑃−1 −
 0.962305 𝜀𝜀𝑃𝑃−1      (5) 

The serial correlation of the residuals of mean equation 
was tested using the correlogram Q-statistic and the results 
are shown in Figure 2.  

𝐻𝐻0: There is no autocorrelation in the residuals 
𝐻𝐻1: There is autocorrelation in the residuals 

 Fig. 2. The Correlagram Q-Statistic of ARMA (2, 1) model 
 

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 -0.001 -0.001 0.0004
2 0.008 0.008 0.0634
3 0.003 0.003 0.0705
4 0.014 0.014 0.2805 0.596
5 -0.007 -0.007 0.3380 0.845
6 -0.028 -0.029 1.1969 0.754
7 -0.026 -0.026 1.9354 0.748
8 0.003 0.004 1.9481 0.856
9 -0.001 -0.000 1.9488 0.924

10 -0.050 -0.050 4.6733 0.700
11 -0.057 -0.057 8.1116 0.423
12 -0.032 -0.033 9.1786 0.421
13 0.026 0.026 9.9091 0.449
14 0.019 0.021 10.312 0.503
15 0.024 0.025 10.938 0.534
16 0.031 0.028 11.944 0.532
17 0.027 0.020 12.706 0.550
18 -0.005 -0.009 12.729 0.623
19 -0.001 -0.002 12.731 0.692
20 -0.004 -0.005 12.753 0.753
21 -0.005 -0.009 12.783 0.804
22 0.021 0.018 13.267 0.825
23 0.011 0.013 13.407 0.859
24 -0.003 0.002 13.415 0.893
25 -0.010 -0.004 13.521 0.918
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All p values are greater than 0.05 according to Figure 2 
and null hypothesis is not rejected at 5% level of significance 
confirming the non-existence of serial correlation in residuals 
of the best fitted conditional mean model. The normality of 
the residuals was tested based on the following hypothesis 
[11]. 

𝐻𝐻0: Residuals are normally distributed 

𝐻𝐻1: Residuals are not normally distributed 

Fig. 3. The histogram of the residuals of ARMA (2, 1) model 

 According to Figure 3, it is clear that the Jarque-Bera test 
statistic is not significant (0.07 > 0.05) at 5% significance 
level and null hypothesis is not rejected, confirming the 
normality of residuals. ARCH-LM test was used to check the 
homoscedasticity of residuals using the following hypothesis 
and based on the results of Table 3, it can be concluded that 
there is an ARCH effect in the residuals as the p-value of the 
ARCH - LM test (0.0000 < 0.05) is significant at 5% 
significance level and the null hypothesis is rejected.  

𝐻𝐻0: There is no ARCH effect in the residuals 
𝐻𝐻1: There is an ARCH effect in the residuals 
 

Table 3. LM test on ARMA (2, 1) residuals 

F - statistic 268.7309 Prob.F(1,1057) 0.0000 

Obs* R-
squared 214.6635 Prob. Chi-Square(1) 0.0000 

 

  As the residuals of the mean equation are 
heteroscedastic, ARCH and GARCH models were used to 
estimate the variance equation. The best model for the 
variance equation was selected by comparing the accuracy 
measures such as AIC, BIC, DW statistic and R-square value 
of adequate models and the results are summarized in Table 
4. 
Table 4. Accuracy measures of adequate models 

  Model AIC BIC R2 DW 
ARMA(2,1) - 

ARCH(1) -9.750007 -9.726613 -1.652382 3.36569 

ARMA(2,1) - 
GARCH(1,1) -10.05404 -10.02589 0.012868 1.98407 

Based on the results of Table 4, the accuracy measures of 
tentative models were compared and ARMA(2,1) – GARCH 
(1,1) model was selected as the most preferable model for the 
variance equation. 

 
Fig. 4. The Correlogram of square residuals of ARMA (2, 1) – GARCH (1,1) 
model  

𝐻𝐻0: There is no autocorrelation in the residuals 
𝐻𝐻1: There is autocorrelation in the residuals 

The serial correlation of the residuals of variance equation 
was tested using the correlogram Q-statistic of the squared 
residuals and the results are shown in Figure 4.  

All p values are greater than 0.05 according to Figure 4 
and null hypothesis is not rejected at 5% level of significance 
confirming the non-existence of serial correlation in residuals 
of the variance equation. ARCH-LM test was used to check 
the homoscedasticity of residuals and based on the results of 
Table 5, it can be concluded that there is no ARCH effect in 
the residuals as ARCH - LM test statistic (0.7183 > 0.05) is 
not significant at 5% significance level and the null 
hypothesis is not rejected. 

𝐻𝐻0: There is no ARCH effect in the residuals 
𝐻𝐻1: There is an ARCH effect in the residuals 
 
 
 

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob*

1 -0.011 -0.011 0.1309 0.717
2 0.020 0.019 0.5388 0.764
3 -0.009 -0.008 0.6171 0.892
4 -0.008 -0.008 0.6775 0.954
5 -0.003 -0.003 0.6885 0.984
6 -0.012 -0.011 0.8310 0.991
7 -0.003 -0.003 0.8386 0.997
8 -0.010 -0.010 0.9449 0.999
9 0.003 0.002 0.9531 1.000

10 -0.005 -0.005 0.9792 1.000
11 -0.006 -0.006 1.0168 1.000
12 -0.007 -0.007 1.0641 1.000
13 -0.009 -0.009 1.1485 1.000
14 -0.003 -0.003 1.1579 1.000
15 -0.001 -0.001 1.1601 1.000
16 -0.003 -0.003 1.1703 1.000
17 0.006 0.005 1.2069 1.000
18 -0.010 -0.010 1.3156 1.000
19 -0.008 -0.008 1.3768 1.000
20 -0.003 -0.003 1.3884 1.000
21 -0.003 -0.003 1.3983 1.000
22 0.000 -0.000 1.3983 1.000
23 -0.005 -0.006 1.4290 1.000
24 -0.005 -0.006 1.4548 1.000
25 -0.010 -0.010 1.5651 1.000
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Table 5. LM test on ARMA (2, 1) - GARCH(1,1) residuals 

F - statistic 0.130202 Prob.F(1,1057) 0.7183 

Obs* R-
squared 

0.130433 Prob. Chi-Square(1) 0.7180 

Asymmetric effect of the conditional variance model 
was tested using following hypothesis [12] and the results 
are shown in Table 6. 

𝐻𝐻0: There is no asymmetric effect 
𝐻𝐻1: There is an asymmetric effect 
 
Table 6. Sign Bias test results 

  Sign Bias Test t - value prob. sig. 
Sign Bias 1.147660 0.2512 
Negative  Sign Bias 0.002899 0.9977 
Positive  Sign Bias 0.020700 0.9835 
Joint Effect 1.426738 0.6993 

According to Table 6, it is clear that the null hypothesis 
is not rejected at 5% significance level as the p value of Sign 
Bias test is greater than 0.05. Therefore, it can be concluded 
that there is no asymmetric effect in residuals of the 
ARMA(2, 1) - GARCH (1, 1) model. 

Table 7. Estimated coefficients of the ARMA(2, 1) - GARCH (1, 1) model 

Variable Coefficient Prob. 

AR(1) 0.719951 0.0000 

AR(2) 0.286423 0.0000 

MA(1) -0.969023 0.0000 

𝜔𝜔 1.81E-07 0.0000 

RESID(-1)^2-(𝛼𝛼) 2.153248 0.0000 

GARCH(-1)-(𝛽𝛽) 0.272999 0.0000 

 The Estimated coefficients of the ARMA(2, 1) - GARCH 
(1, 1) model  is given in Table 7 and it indicates that the 
coefficients of  both mean equation and variance equation are 
significant at 5% level of significance. The positive 
coefficients confirm the non-negative constraints of the 
model. The significance of  𝛼𝛼 and 𝛽𝛽 indicated that the 
conditional variance depends on the lagged squared residuals 
and the lagged conditional variance. That is the news about 
volatility from previous periods have a significant impact on 
the current volatility. Finally, forecast performance of the 
best fitted ARMA(2, 1) - GARCH (1, 1) model was evaluated 
using MAE, RMSE and MAE and the results are shown in 
Table 8.  

Table 8. Forecast performance of ARMA (2, 1) - GARCH(1,1)  model 

Accuracy matrix Value 

mean square error (MSE) 2.0457529e-05 

root mean square error (RMSE) 0.004525 

mean absolute error (MAE) 0.002192 

According to the results of Table 8, it is clear that the 
forecasting accuracy of the ARMA(2,1) - GARCH(1, 1) 
model is excellent as MAE, RMSE and MAE are very close 
to 0. 

V. CONCLUSION  

This study was focused on building a forecasting model 
to forecast the daily USD/LKR exchange rate returns using 
GARCH model. The stationarity of the daily exchange rate 
return series was examined using ADF test. ARMA(2,1) 
model was identified as the best mean equation of the 
exchange rate returns based on the results of AIC, BIC, DW 
statistic and R-square value. The ARCH-LM test confirmed 
the presence of ARCH effect in the residuals of the 
conditional mean equation. After comparing accuracy 
measures of adequate ARCH and GARCH models, 
GARCH(1, 1) model was identified as the adequate model to 
capture the remaining conditional heteroscedastic effect of 
the mean model. Moreover, the ARCH-LM test was 
performed to test the additional ARCH effect in the residuals 
of ARMA(2,1) - GARCH(1, 1) model and resulted with no 
ARCH effect. Further, Sign-Bias test confirmed that there is 
no asymmetric effect in the residuals of ARMA(2,1) - 
GARCH(1, 1) model. Therefore ARMA(2,1) - GARCH(1, 1) 
model was identified as the best model to forecast the 
volatility of USD/LKR exchange rate return series. Finally, 
the forecast performance of the identified model was 
evaluated and MSE, RMSE and MAE were found to be to 
0.047695, 0.218391, and 0.047695 respectively. Therefore it 
can be concluded that the prediction accuracy of the 
ARMA(2,1) - GARCH(1, 1) model is ample to make better 
decisions to minimize risk associated with USD/LKR 
exchange rate volatility. 
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Abstract — Phosphorous is a nutrient that is 
considerably available in treated sludge coming out from 
municipal sewage treatment. In conventional sewage 
treatment plants, a larger portion of phosphorous 
remains unrecovered in the treated sludge.  In this study, 
the techno-economic feasibility of phosphorous recovery 
in the form of struvite from treated sewage sludge is 
assessed for an already functioning sewage treatment 
plant in Sri Lanka. For comparative assessment between 
possible struvite phosphorous recovery technologies, two 
scenarios are considered, i.e., Scenario (A): wet chemical 
method with incineration and Scenario (B): wet chemical 
method without incineration. Composition data of treated 
sewage sludge is obtained from an existing sewage 
treatment plant, and design data for conceptualized 
struvite phosphorous recovery processes are retrieved 
from the published literature. According to the 
assessment results, scenario (A) provides a greater 
phosphorous recovery of 16.2 kg/day. However, the total 
energy consumption of 50,907.04 MJ/day in Scenario (A) 
is approximately six times higher than that of Scenario 
(B). The economic parameters, as well as the freshwater 
eutrophication impact reduction potentials for both 
scenarios are further analyzed. The most appropriate 
struvite phosphorous recovery technology for an existing 
or future sewage treatment plant in terms of techno-
economic aspects are discussed.  

Keywords — Struvite phosphorous recovery, Sewage 
sludge treatment, Techno-economic assessment 

I. INTRODUCTION 
Phosphorous is an essential element for food production 

and agricultural industry which cannot be replaced by other 
elements. Phosphorous is generally produced from natural 
phosphate rocks that exist in the form of P2O5, corresponding 
to almost 7,000 million tonnes of world reserves [1]. The 
major application of globally mined phosphate rocks 
(accounting for 80% in quantity) is fertilizer production [2]. 
Even though global phosphorous demand is rapidly increasing 
due to the expansion of agri-food production, it is arguab 

 

about the existence of phosphorous reserves as it is estimated 
that currently minable phosphorous resources only last for  

 

next 50-100 years [3]. With this resources limitation, 
agricultural industry and food production would be in a huge 
risk that enforces the inevitable requirement of alternative 
phosphorous-based sources for fertilizer production. Thus, it 
is essential to develop sustainable methodologies for 
phosphorous recovery from possible waste materials that do 
not induce excessive resources depletion.   

Sewage sludge is defined as a semi-solid fluid with around 
20% of solids and 80% of water content, which is produced in 
large quantities as a by-product from municipal wastewater 
treatment processes [4]. Further, sewage sludge is a rich 
organic source of phosphorous and other nutrients, such as 
calcium, aluminum, potassium, and sodium. Therefore, proper 
nutrient recovery is required due to the possibility of 
eutrophication if treated sewage sludge is disposed of without 
nutrient recovery. Moreover, the recovered phosphorous and 
other nutrients from sewage sludge can be converted to value 
added products, including fertilizers and organic acids which 
could create business opportunities with additional revenue 
generation from waste. Around 90% of phosphorous 
composition available in sewage sludge is in the solid part of 
the sludge. Hence, the sludge solid is required to process 
before converting into valuable products and releasing the 
treated sludge into the environment [5].   

Recovery of phosphorous as struvite from sewage sludge 
provides a sustainable phosphorous source as other available  
waste sources of phosphorous, including bone meal, animal 
manure, etc. are insufficient in available quantities  to cater the 
current phosphorous demand [6]. Struvite is magnesium 
ammonium phosphate (MgNH4PO4), and it forms a hard 
crystalline deposit when the molar ratio of Mg: NH4: PO4 
becomes greater than 1: 1: 1 [7].  Several methods are 
available to treat sewage sludge and to recover phosphorous 
from sludge solids, including biological treatment method, 
wet-chemical treatment method, and incineration method [8].   
Even though these technologies have been practiced all 
around the world, no such study is reported or a real 
phosphorous recovery plant is unavailable in the Sri Lankan 
context. Thus, it is necessary to evaluate the applicability of 
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such technologies in Sri Lanka concerning the techno-
economic approach before implementing struvite 
phosphorous recovery for sewage sludge treatment.  

Hence, this paper focuses on the technical and economic 
feasibility assessment for application of struvite phosphorous 
recovery technologies by selecting an already functioning 
sewage treatment plant in Sri Lanka as the case study. This 
study would support future policy decision making for the 
implementation of possible struvite phosphorous recovery 
plant facilities for sewage treatment plants that improve 
sustainable waste management in the country. 

II. OBJECTIVES 
This study aims at the goals and objectives as follows. 

• Determination of the level of phosphorous availability 
in thickened sewage sludge from a selected sewage 
treatment plant in Sri Lanka. 

• Theoretical evaluation of the phosphorous recovery 
potential from a selected sewage treatment plant in Sri 
Lanka and related techno-economic feasibility. 

• Evaluation of eutrophication impact reduction 
potential by struvite phosphate recovery from sewage 
sludge. 

III. METHODOLOGY 
A.  Raw data collection from sewage sludge treatment 

 An already functioning sewage treatment plant in Sri 
Lanka was selected as the sampling location to obtain quality 
parameters of influent (raw sewage) and effluent 
(wastewater). This plant has a capacity of 17,000 m3/day with 
6000 m3 of generated wastewater per day. Parameters, 
including Biological Oxygen Demand (BOD5), Chemical 
Oxygen Demand (COD), Total Suspended Solids (TSS), total 
phosphorous, and total nitrogen were basically considered as 
the raw data to be collected considering a reasonable time 
period to include parameter variations. 

 Table 1 lists the obtained quality parameters of influent 
and effluent flows of the selected sewage treatment plant. The 
corresponding influent and effluent quality parameter values 
were utilized for calculations as necessary. 
Table 1. Influent and effluent quality parameters of sewage treatment 

Parameter Unit Influent 
(Raw sewage) 

Effluent 
(Treated water) 

BOD5 mg/l 99 3.6 
COD  mg/l 260 42 
Total 
phosphorus  mg/l 2.7 0.71 

Total nitrogen  mg/l 54 12 
Total suspended 
solid  mg/l 340 6.3 

 

B. Conceptual design of struvite recovery  

A process flow diagram with the conceptual design of a 
struvite recovery plant was developed studying the existing 

process of sewage treatment. According to the current 
practice, raw sewage is first subjected to a primary treatment 
process applying gravity separation, then biologically treated 
by the activated sludge process as the secondary treatment. 
Therefore, to evaluate the feasibility of the use of phosphorous 
recovery, the conceptually designed struvite recovery plant 
was placed in between the secondary treatment process and 
discharge of sludge into the environment. For identification of 
the most suitable conceptual design, a qualitative comparison 
was carried out among the currently practicing methodologies 
for the struvite phosphorous recovery in the published 
literature concerning its suitability to establish for the Sri 
Lankan context. Accordingly, the wet chemical treatment 
method was identified as the widely applied struvite recovery 
method from sewage sludge [8]. Moreover, the effect of 
incineration before the wet chemical treatment method was 
also identified as important to study. Hence, a scenario-based 
conceptual design and techno-economic assessment was 
conducted in this study.  

C. Scenario description 

Two scenarios were developed for struvite recovery from 
the wet chemical treatment method with and without 
incineration, i.e., Scenario (A): wet-chemical treatment of 
secondary sewage sludge after thickening and incineration, 
Scenario (B): wet-chemical treatment of secondary sewage 
sludge without incineration. 

Material and energy flow calculations were performed for 
the selected two scenarios, including detailed calculations for 
individual unit processes, i.e., sewage sludge thickening 
decanter, precipitation reactor, and struvite dryer units. Each 
unit process is considered to be operated under the ambient 
conditions. 

In the considered two scenarios, dewatered sludge 
undergoes wet chemical treatment and incineration according 
to the stoichiometrically balanced chemical reactions given by 
Equation (1) and Equation (2), respectively.   
Dewatered sludge →  Mg2+ +  NH4

+ + PO4
3+ +  6H2O →  MgNH4PO4 ∙

6H2O (struvite)                                                                                           (1) 
Dewatered sludge → Ash →  Mg2+ +  NH4

+ + PO4
3+ +  6H2O →

 MgNH4PO4 ∙ 6H2O (struvite)                                                      (2) 

The initial design parameter values were considered for 
mass and energy flow calculations of unit processes in the 
conceptual struvite recovery process based on the published 
literature. Table 2 lists the considered design parameters for 
the struvite recovery process.   
Table 2. Design parameters for struvite recovery process  

Parameter Unit Value Reference 
Phosphate concentration mg/l 190 [9] 
pH value - 8.7 [10] 
Magnesium concentration  mg/l 67 [9] 
Conversion (%) - 90 [10] 
Reaction time hours 7.9 [10] 

Moisture content of filtered 
struvite 

g water 
/g dry 
solids 

1.5 [10] 
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All the detailed calculations were carried out with the aid 
of a MS excel model. Equipment sizing was also computed 
and obtained resultant values are presented under the Results 
and Discussion.  

D. Freshwater eutrophication impact assessment 

The freshwater eutrophication impact due to unrecovered 
phosphorous that could be released to the environment from 
conventional sewage sludge treatment without struvite 
recovery was evaluated. The eutrophication impact reduction 
through struvite phosphorous recovery in sewage sludge 
treatment was calculated by comparison of the eutrophication 
impact due to unrecovered phosphorous in the scenario A and 
B with respect to that of conventional sewage sludge 
treatment. Freshwater eutrophication impact was calculated 
with the aid of Equation (3), and results are given by the unit 
of kg P equivalents. 

Freshwater eutrophication impact = EPi × mi                     (3)                         

Where, mi = Eutrophication potential of substance i. 

 The ReCiPe world (H) V1.12 impact assessment method 
in the SimaPro Life Cycle Assessment (LCA) software was 
used to retrieve the mid-point characterization factors required 
for the freshwater eutrophication impact calculations.  

E. Economic assessment 

In the economic assessment of the conceptual struvite 
recovery process, capital expenditure for the integration 
(CAPEX), operating expenditure (OPEX), revenue from 
struvite production (revenue) were considered to evaluate the 
economic feasibility of the considered two scenarios, in a 
comparative manner. Equations (4), (5), and (6) were applied 
to calculate CAPEX, OPEX, and revenue, respectively. 
CAPEX=(Property, plant, and equipment at the end of the year – Property, 
plant, and equipment at the Beginning of year) + Depreciation expense (4) 

OPEX=Operating Expense = Salaries + Sales Commissions +Promotional & 
Advertising Cost + Rental Expense + Utilities                                         (5) 

Revenue from struvite production=Sales ×Average price of sales          (6) 

 Table 3 lists the selected economic data and parameter 
values for the economic assessment of the two considered 
scenarios. One US Dollar (USD) was considered to be 
equivalent to 200 Sri Lankan Rupees (LKR) in the economic 
calculations. 
Table 3. Economic data and parameter values required for economic 
assessment 

Parameter Unit Value Reference 
Cost of land USD per 

square rod 
3,303.96 Estimated 

Monthly labor 
wages 

USD per 
person 

165.2 Estimated 

Tariff rate USD/kWh 0.074 [11] 
Magnesium 
Chloride price 

USD/kg 0.22 [12] 

Ammonium 
Chloride price 

USD/kg 0.14 [13] 

Market price of 
Kerosine 

USD/l 0.86 [14] 

Market price of 
struvite 

USD/tonne 1061.11 [15] 

IV. RESULTS AND DISCUSSION 
A. Mass and energy flow results 

Table 4 indicates the mass and energy flow results 
obtained for the individual unit processes in Scenario (A) and 
Scenario (B) of the conceptualized struvite recovery process.  
Table 4. Mass and energy flow results of unit processes in Scenario (A) and 
Scenario (B) 

Unit 
process 

Mass/energy flow 
parameter 

Unit Scenario 
(A) 

Scenario 
(B) 

Sewage 
sludge 
thickening 
decanter 

Phosphate 
concentration in 
the output 

mg/l 1,080 190 

Wastewater flow 
rate  

m3/day 15 63.08 

Power 
consumption 

kW 12.45 1.9 

Precipitation 
reactor unit 

Struvite 
production 

kg/day 55.4 38.81 

Ammonia 
requirement 

kg/day 4.28 3.17 

Magnesium 
requirement 

kg/day 5.71 4.22 

Design flow rate m3/day 90 70 

Phosphorous 
availability 

kg/day 16.2 11.98 

Power 
consumption of 
agitators 

kW 1.1 0.81 

Struvite 
dryer unit 

Output flow rate 
of sewage sludge 

m3/day 4.26 3.15 

Power 
consumption 

kW 126.88 93.83 

 

According to the material flow results listed in Table 4, 
struvite production in Scenario (A) (i.e., 55.4 kg/day) is 
greater than that of Scenario (B) (i.e., 38.81 kg/day). In 
Scenario (A), incineration of treated sewage sludge before 
struvite recovery helps to get rid of harmful substances, such 
as pharmaceutical residues, multi-resistant bacteria, 
microplastics, and harmful organic substances that would 
inhibit phosphorous recovery [16].  This could be the main 
reason for the considerable increase of struvite production 
capability of incinerated sewage sludge in Scenario (A) than 
non-incinerated sewage sludge in Scenario (B). In contrast, 
total energy consumption of the unit processes in Scenario (A) 
is far greater than that of Scenario (B). Table 5 reports the 
energy flow results of each unit process in the conceptualized 
struvite recovery process. 
Table 5. Energy consumption of unit processes in Scenario (A) and Scenario 
(B) 

Unit Process Unit Scenario 
(A) 

Scenario 
(B) 

Sludge thickening decanter MJ/day 1,075.68 164.16 
Precipitation reactor unit MJ/day 95.04 69.98 
Struvite dryer MJ/day 11,165.32 8,270.84 
Incinerator MJ/day 38,571.00 0.00 
Total MJ/day 50,907.04 8,504.98 
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According to the energy consumption results indicated in 
Table 5, sludge thickening decanter in Scenario (A) consumes 
1,075.68 MJ/day which is around seven times greater than that 
of Scenario (B) (i.e., 164.16 MJ/day). Further, energy 
consumption of the precipitation reactor unit in Scenario (A) 
(i.e., 95.04 MJ/day) is slightly greater for that of the same unit 
process in Scenario (B) (i.e., 69.98 MJ/day). Similarly, 
struvite dryer in Scenario (A) also consumes more energy (i.e., 
11,165.32 MJ/day) than the struvite dryer in Scenario (B) (i.e., 
8.270.84 MJ). Thus, Scenario (A) exhibits a clear increase in 
energy consumption in all unit processes compared with 
energy consumption of Scenario (B). The requirement of 
sludge thickening at a higher level in the decanter, high extent 
of reaction in the precipitation reactor, and the lowered dry 
matter content for the struvite dryer in Scenario (A) would be 
the potential reasons for the increment of energy consumption 
than of Scenario (B) [17]. Moreover, energy requirement for 
the incineration process in Scenario (A) is significantly higher 
which is not applicable for Scenario (B). Therefore, the total 
energy consumption of the conceptualized struvite recovery 
process in Scenario (A) is extensively higher than the total 
energy consumption of Scenario (B). 

Fig. 1 illustrates the contribution of unit processes for the 
total energy consumption in Scenario (A) and Scenario (B).  

 
Fig. 1. Contribution of unit processes for total energy consumption in Scenario 
(A) and Scenario (B) 

  

Fig.1 clearly depicts the huge difference in total energy 
consumption in Scenario (A) compared with Scenario (B). In 
consideration of energy consumption by each unit process, the 
sludge thickening decanter and precipitation reactor units 
have very low share of energy consumption. However, energy 
consumptions of drying units in both scenarios are significant 
and almost contributes to the total energy consumption of 
Scenario (B). In addition, energy consumption of the 
incineration unit in Scenario (A) is far greater compared to the 
other unit processes in the conceptualized struvite recovery 
plant.  Elevated process energy consumption implies a higher 
quantity of associated environmental emissions as well as 
increased operating cost that would affect the sustainability of 
a process. Therefore, Scenario (B) with significantly lower 
energy consumption is preferrable for struvite recovery from 
sewage sludge even though the amount of struvite recovery is 
comparatively higher in Scenario (A).  

B. Economic assessment results 

Table 5 shows the results obtained for the economic 
parameters, including CAPEX, OPEX, and revenue of 
Scenario (A) and Scenario (B). 
Table 5. Economic assessment results of Scenario (A) and Scenario (B) 

Economic 
parameter 

Unit Scenario A Scenario B 

CAPEX USD/year 256,085.18 76,332.28 
OPEX USD/year 188,730.55 13,859.05 
Revenue USD/year 21,458.35 15,030.70 

 

According to the economic parameter results, it is obvious 
that the annual revenue from the struvite recovery in Scenario 
(A) (i.e., USD 21,458.35) is around one-third greater than the 
annual revenue from struvite phosphorous recovery in 
Scenario (B) (i.e., USD 15,030.70). The significant increase 
in revenue is due to the enhancement of phosphorous 
recovery in Scenario (A) compared to that of Scenario (B). 
Nevertheless, other economic parameters including, CAPEX 
and OPEX are tremendously higher in Scenario (A). CAPEX 
of Scenario (A) is USD 256,085.18 per year which is almost 
three times that of Scenario (B) (i.e., USD 76,332.28 per 
year). 

Similarly, OPEX in Scenario (A) shows a drastic rise 
indicating USD 188,730.55 per year which is nearly thirteen 
times greater than that in Scenario (B) (i.e., USD 13,859.05 
per year). This is resulted mainly because of the cost of 
capital equipment required and the operating expenses 
associated with the greater energy consumption for the 
incineration process and other unit processes in Scenario (A). 

Fig. 2 illustrates comparison of economic parameters in 
Scenario (A) and Scenario (B) in graphical mode.  

 
Fig. 2. Economic parameters of Scenario (A) and Scenario (B) 

 

According to the graph, the greatness of CAPEX and 
OPEX with respect to revenue in Scenario A is obvious in 
comparison to Scenario B. Therefore, Scenario B is 
preferable for struvite phosphorous recovery from sewage 
sludge in terms of techno-economic perspective. 
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C. Freshwater eutrophication impact assessment results 

Table 6 shows the calculated freshwater eutrophication 
impact results for the case of conventional sewage treatment, 
and struvite phosphorous recovery scenarios, i.e., Scenario 
(A) and Scenario (B). In conventional sewage treatment, 
there is no phosphorous recovery from treated sewage sludge 
that would cause freshwater eutrophication impact when 
discharged to the environment. In Scenarios (A) and (B) with 
struvite phosphorous recovery, the unrecovered phosphorous 
due to the recovery efficiency of the respective technology 
can cause the freshwater eutrophication impact. 
 
Table 6. Freshwater eutrophication impact results 

Description 
Freshwater eutrophication 

impact  
(kg of P eq.) 

Conventional sewage treatment 17.10 
Scenario (A) 0.90 
Scenario (B) 5.12 

  
 According to the results in Table 6, both scenarios (A) 

and (B) with struvite phosphorous recovery have 
significantly reduced freshwater eutrophication impact 
values compared with the impact of the conventional sewage 
treatment without phosphorous recovery. Fig.3 illustrates the 
freshwater eutrophication impact reduction potentials of 
Scenarios (A) and (B) in graphical form. 

As depicted in Fig.3, Scenario (A) has the highest 
freshwater eutrophication impact reduction potential that 
corresponds to nearly 95%. However, Scenario (B) is also 
capable of reducing freshwater eutrophication impact by 
around 70% via struvite phosphorous recovery. In overall 
consideration of trade-off among material and energy 
consumption, revenue/expenses difference, and 
environmental impact reduction, Scenario (B) surpasses 
Scenario (A) in this techno-economic assessment.   
Therefore, struvite phosphorous recovery using the wet 
chemical method without incineration (i.e., Scenario (B)) 
could be suggested as the most appropriate technology 
scenario for future phosphorous recovery integrated sewage 
treatment plants in Sri Lanka. 

 

Fig.3. Freshwater eutrophication impact reduction potentials of Scenarios 
(A) and (B) 

V. CONCLUSION 
In this study, a techno-economic assessment was 

conducted considering material and energy utilization, 
economic analysis, and environmental benefit of two 
technology scenarios for struvite phosphorous recovery from 
treated sewage sludge. The findings from this study reveal 
that the wet chemical method with incineration provides 
enhanced struvite phosphorous recovery. In contrast, overall 
comparison of techno-economic aspects demonstrates the 
appropriateness of the wet chemical method without 
incineration for struvite phosphorous recovery. Accordingly, 
the results from this assessment conclude that further 
treatment of conventionally treated sewage sludge for struvite 
phosphorous recovery is feasible and beneficial for existing 
sewage treatment plants. Thus, this assessment would support 
future decision making for implementation of new sewage 
treatment plants or modification of existing sewage treatment 
plants with struvite phosphorous recovery. 
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Abstract — The present study aims to appraise 
advancements in environmental technologies applicable 
to urban regeneration, with a special focus on urban 
brownfield redevelopment. The rapid literature review 
technique was employed as the research strategy, in the 
mixed method research design. Technological solutions 
proposed in the selected articles were comparatively 
assessed their practicality in an urban setting, in terms of 
cost, efficacy, physical space required and potential harm 
to the neighboring environment, by using a five-point 
scale scoring system. In this study, nanoremediation, 
thermal remediation methods (i.e. electrical resistance 
heating, thermal conduction heating and steam enhanced 
extraction), non-thermal physical remediation methods 
(electrokinetic remediation, non-thermal plasma 
technologies, air sparging, soil washing and replacement 
and passive treatment technologies such as permeable 
reactive barriers), chemical oxidation (advanced 
chemical oxidation and Fenton process), and nature-
based solutions or bioremediation or gentle remediation 
technologies (biodegradation processes methods such as 
bioaugmentation, bioventing, bioprecipitation, 
biostimulation, landfarming, and phytoremediation 
methods such as phytostabilization, phytovolatilization 
and phytoextraction or phytomining and monitored 
natural attenuation) are presented. Each environmental 
restoration strategies provided has its own set of 
limitations, application possibilities and future 
development potential, as evidenced by this study. 
Nanoremediation, bioremediation and radio frequency 
heating in the current state of the art are found to be 
feasible for an urban area. Property developers and 
urban authorities could consider the application potential 
of these technologies in urban brownfield redevelopment 
in urban regeneration. An integrated approach for 
addressing the limitations of these technologies may be 
worth considering in research and developments in the 
urban sector. 

Keywords — Decontamination, Environmental-
Technology, Green, Redevelopment, Remediation, Urban 

I. INTRODUCTION 
Despite the inequalities in socioeconomic development, 

urbanization is happening at a fast pace over the world. It is 
debatable whether these human-centred developments will 
coexist with the natural environment in the long run. Land 
resources, on the other hand, are limitedly available, 
particularly in urban areas. The author of this study supports 
the idea that urban development should not lead to 
gentrification. Furthermore, the urban environments are 
deteriorating, turning them into inhabitable places (i.e. urban 
brownfields) because of loss of vegetation, air pollution, water 
scarcity, contamination of lands, to name a few [1]. The 
process of urban redevelopment can be significantly more 
complicated than addressing physical aspects like renovating 
structures (e.g. neighborhood and quality of life) [2]. These 
concerns have raised the importance of sustainable renovation 
of urban environments to meet the present and future 
challenges in making the urban sector more livable to humans 
and other living beings while remaining in optimum harmony 
with natural environment.  

Infrastructure expansion and industrialization in 
metropolitan areas at the expense of ecosystem health, as well 
as derelict properties that have become brownfields, are 
posing risks to landscape resilience, which necessitate 
redevelopment. However, regeneration of urban areas having 
poor environmental quality can be a practically challenging 
task in terms of investment and technology [3]. A soil is 
deemed polluted when the contaminant levels surpass the 
natural assimilation capacity of the soil system. Urban soils 
become contaminated by polychlorinated biphenyls (PCBs), 
heavy metals, hydrocarbons (e.g. Polycyclic Aromatic 
Hydrocarbons), phthalate, alkylbenzene, microplastics, and 
persistent organic pollutants (POPs) [4-7]. The sources of 
pollution can be of point and or non-point (e.g. industrial parks 
versus sediments transported through urban waterways).  
Toxins in the urban soils and aquatic systems lead to 
biomagnification, affecting human health [8]. Indicators such 
as the Bio Concentration Factor are used to estimate the 
transfer of contaminants from soil to plants. The World Health 
Organization has defined permissible limits for common 
contaminants in soil (mg.kg-1) of 20 for arsenic, 5000 for iron 
and 100 for lead [9].  
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Previous studies propose interdisciplinary approaches and 
innovative technological solutions to remediate contaminated 
lands in an urban setting. The remediation process is started 
by characterizing the contaminated site, which may involve 
analysis of operating history of the site, invasive drilling for 
hydrogeological assessments, and use of unmanned aerial 
vehicles, Digital Elevation Models, LiDAR and GIS based 
approaches for soil mapping to comprehend the fate and 
transport of contaminants [10-11]. Contaminants are analyzed 
by using laboratory methods such as Titrimetry, 
Spectrophotometry, Graphite Furnace Atomic Absorption 
Spectrometry, Gas Chromatography, Mass Spectrometry and 
Inductively Coupled Plasma Mass Spectrometry [12].   

Soil remediation technologies include nanoremediation, 
phytoremediation, physical and chemical methods such as 
subsurface heating technologies, soil replacement and 
chemical oxidation, by on-site or off-site basis, reducing the 
bioavailability of toxins, lessening the risks to the 
environment. Importantly, choice of remediation technologies 
would determine the technical and economic feasibilities [13]. 
Therefore, the understanding of advancements in 
environmental technologies is unarguably valuable for 
policymakers, authorities, urban designers and developers to 
make cities more sustainable. The present study explores 
advancements in technologies for environmental remediation 
in urban redevelopment. This critical appraisal from an 
interdisciplinary perspective shows the application and further 
research potentials of these technologies under different 
scenarios. 

II. OBJECTIVES  
This study aims to appraise technological advancements in 

contaminated land redevelopment, delimiting the study to 
identify technological solutions applicable to revitalization of 
urban brownfields, and to identify the future developmental 
potentials of these technologies. 

III. METHODOLOGY 
The present exploratory study adopted a rapid literature 

review technique [14] as the research strategy, with a 
deductive approach in a mixed method design. The search 
strategy comprised of defining inclusion and exclusion 
criteria, key words and synonyms and formulating search 
strings.  Inclusion criteria comprised of contaminated land 
remediation, research papers and grey literature published in 
English and journal pre-proofs, whereas the exclusion criteria 
consisting the non-urban studies, non-English publication and 
abstract only publications. Predatory journals, publications 
published before year 2010, research papers with low 
scientific quality were eliminated from the primary screening 
process. The Google Scholar, Elsevier, ScienceDirect, 
Emerald, ResearchGate, Web of Science and MDPI were 
among the prominent databases employed in the search 
strategy. A total of 467 publications were screened and 68 
were used in the analysis. The environmental technologies 
considered in this study were comparatively assessed in terms 
of cost, efficacy, physical space required and potential harm 
to the neighboring environment. The assessment criteria were 
ranked using a five-point-scale scoring system (i.e. 0,1,2,3 and 
4 for no, low, medium, high and extremely high, respectively) 

[15]. The ‘Impacts on Neighborhood’ score was subtracted 
from the algebraic sum of the scores of the remaining three 
criteria in each remediation technology to arrive at the overall 
possibility ranking (Table 1). 

IV. RESULTS AND DISCUSSION 
Decontamination of urban lands to restore the ecological 

health has been addressed in literature mainly by integrating 
the applications of life sciences, physical sciences and 
engineering. In this study, nanoremediation, thermal 
remediation, air sparging, non-thermal physical remediation 
methods inclusive of electrokinetic remediation, chemical 
oxidation and bioremediation technologies are presented, with 
especial focus on their applicability to land redevelopment in 
the urban context.  

The use of nanotechnology for remediation (i.e. 
nanoremediation) of polluted soils is becoming a promising 
solution. The underline principle of nanoremediation is the 
prevention of migration of contaminants by solidification and 
stabilization using engineered nanoparticles of having high 
surface area and reactivity (e.g. acting as adsorbents and 
reductants). Nanoparticles such as Nanoscale Zerovalent Iron 
(nZVI) can detoxify soils by immobilizing toxic ions such as 
heavy metals by adsorption (Fig. 1) [16-17]. Estimation of 
adsorption capacity is given in (1) [18]. 

                              
( )

V
m

CC
q e0

e
−

=                                  (1) 

 Where, qe adoption capacity at the equilibrium state (mg.g-

1), C0 initial concentration of pollutant (mg. L-1),  Ce 
equilibrium concentration of pollutant (mg. L-1), V volume of 
solution, m mass of nanomaterial (g) 

Nanoscale elemental iron particles that are pyrophoric are 
coated with a passivating oxide (e.g. FeO(OH)) or natural or 
synthetic polymers (e.g. Carboxymethyl Cellulose or Poly 
Acrylic Acid) [19]. Commercially, nZVI are available in 
emulsified, aqueous or dry form (e.g. NANO IRON s.r.o. in 
Czech Republic). Nanomaterials of desired properties are 
mechanically injected into contaminated soils.  

 
Fig. 1. The mechanism of nanoparticles immobilizing heavy metals 

However, biological processes (e.g. microbial activity) in 
the soil can be negatively affected, despite the effective 
remediation provided by nZVI [20-21]. A few possible 
reasons for this may be the concentration of nZVI applied and 
the physical contact with nZVI (i.e. with the disruption of 
microbes’ cell membranes), resulting in alterations in the 
composition of microbial communities in terms of species 
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diversity and functionalities [22-24]. Encapsulation of nZVI 
with shells made out of soluble compounds such as 
Magnesium Hydroxide (Mg(OH)2) may be worth considering 
in manipulating the reactivity and release of nZVI into the soil 
environment [25]. Alternatively, bioremediation (e.g. 
Phytoremediation) to decontaminate soils can be assisted with 
reactive nanomaterials such as nanoscale Titanium Dioxide 
(TiO2 NPs) which is a photocatalyst [26]. Similar to nZVI, 
TiO2 NPs could adversely affect the soil health [27], which 
could be moderated by encapsulation with Carboxymethyl 
Cellulose [28]. Other widely used nanomaterials include 
Multiwalled Carbon Nanotube (MWCNT) and magnetic 
nanoparticles applied for decontamination of soils polluted by 
heavy metals [29]. However, the efficiency of remediation 
could depend on the MWCNT concentration [30]. Other 
factors affecting the efficacy of the nanoremediation include 
the pH, temperature and physical properties of the 
contaminated soil (e.g. porosity and soil texture), and initial 
concentration, contact time and efficiency of diffusion of 
nanomaterials [31]. Nanoparticles are employed in 
environmental monitoring (i.e. tracer) apart from remediating 
degraded environments [32]. Overall, nanomaterials appear to 
be a viable option for soil remediation in an urban setting, as 
long as the potential risks to soil ecology are considered.  

Soil thermal remediation is another approach to 
decontaminate polluted urban soils. In this method, subsurface 
soils are heated by employing Electrical Resistance Heating 
(ERH), Thermal Conduction Heating (TCH) and Steam 
Enhanced Extraction (SEE) methods on site to fluidize or 
vaporize pollutants, and Soil Vapor Extraction (SVE) 
assemblies are used to recover the vaporized pollutants (i.e. 
vapor collection wells or vacuum wells secured with vapor 
cap) for subsequent treatment. In the ERH, electrical current 
(i.e. alternative current) is applied through electrodes inserted 
into subsoil from which heat is produced by the electrical 
resistivity of soils, whereas TCH comprises electrical heaters 
to raise the temperature of subsoil by thermal conduction. 
Similar to TCH, the SEE heats subsurface soils by thermal 
conduction, using steam piping systems installed in soil 
layers. Alternatively, Low Temperature Thermal Desorption 
is used for ex-situ treatment of contaminated soils. However, 
previous authors present supporting and opposing arguments 
on soil remediation by thermal methods. Hydrocarbons such 
as Polycyclic Aromatic Hydrocarbons (PAHs) bound to 
clayey matter and organic carbons have been found effectively 
desorbed when the soil is thermally treated [33]. Pesticides 
such as Hexachlorocyclohexanes (HCHs) are degraded with 
thermal remediation [34]. Efficacy of thermal treatment for 
soils contaminated with PCBs can be improved by adding 
calcium hydroxide (Ca(OH)2) [35]. On the other hand 
Microwave Coupled Infrared Radiation (MCIR) and Radio 
Frequency Heating (RFH) as non-ionizing radiation methods 
would provide comparatively lessened adverse impacts on 
microbial activities in the soil environment owing to thermal 
remediation [36].  RFH could be a low-cost and option [37]. 
Efficient decontamination of heavy metals such as Mercury 
(Hg) by thermal treatment at low temperatures ranging from 
100 – 4000C has been established in literature [38]. Flame 
retardants like Decabrominated Diphenyl Ether (BDE 209) in 
soils can be effectively treated thermally [39]. Importantly, 

removal of polyester microfibers in soils by thermal 
remediation has shown improved soil microbial activities 
[40]. Soils polluted with oily matter (e.g. lubricants) can be 
remediated by employing thermal desorption methods at low 
temperatures and Fluidized Bed Reactors [41]. Nonaqueous 
Phase Liquid (NAPLs) in soils can be removed thermally by 
vaporization [42-43]. However, this empirical evidence 
mostly resulted in temperatures above 3000C may lead to 
waste of energy and detrimental effects on soil ecology. 

Air Sparging (soil venting) is a physical treatment method 
to remove contaminants in the saturated zone of the soils. In 
this method, pressurized air is injected into the contaminated 
area, allowing volatile contaminants to volatilize, which are 
collected from vapor extraction vacuum wells situated in the 
vadose zone of the soil profile [44]. Contaminated air is then 
treated by means of biofiltration, adsorption and combustion. 
Air sparging method is applied for groundwater remediation 
as well. A fundamental limitation of the air sparging 
remediation method could be that the efficacy of the process 
can be affected by the permeability of the soil layers, which 
permits contaminants to migrate even more in the soil profile.  
However, compared to potential heat stress resulting from 
thermal methods, air sparging process may harmless to the 
soil’s physical, chemical and biological properties.  

Among the non-thermal physical remediation methods, 
Electrokinetic Remediation (ER) has been widely discussed in 
previous literature. In ER, an electric field is generated to 
remove contaminants using electromigration and 
electroosmosis phenomena, which can be coupled with 
biological and chemical methods as well [45-46]. Advanced 
oxidation process such as Non-thermal Plasma Technologies 
(NPT), for example, Dielectric Barrier Discharge (DBD), 
Pulsed Corona Plasma and Non-thermal Plasma Fluidized 
Bed (PFB) are emerging technologies in soil remediation [47-
50]. The process of in situ vitrification offers a wider range of 
applications for treating soils contaminated with organic, 
radioactive and inorganic hazardous wastes [51]. Ultrasonic 
Desorption and coal agglomeration are employed in soils 
contaminated with oils [52]. Despite the sophistication of 
these technologies, pragmatic aspects in field implementation 
can be debatable. Similarly, conventional methods such as soil 
replacement and surfactant-aid soil washing [53] in an urban 
setting might not be practical due to potential adverse effects 
on neighboring load bearing structures supported on soils and 
other physical, legal and administrative constraints. However, 
passive treatment technologies such as Permeable Reactive 
Barriers (PRB) which are used for treating groundwater in a 
contaminated site and soil remediation by encapsulation (e.g. 
silica encapsulation) is another approach that can be adopted 
in metropolitan areas [54].   

Urban soils can be decontaminated by chemical methods. 
More prevalent method is the In Situ Chemical Reduction 
(ISCR) or chemical oxidation, which encompasses hydrolysis, 
advanced oxidation, redox and mineralization. In some 
instances, the same chemical method is applied to remediate 
both contaminated soils and waters. Chemicals such as 
hydrogen peroxide, persulfate, potassium dichromate and 
alkali (e.g. NaOH) are typically used [55]. Although the 
Fenton oxidation as a pre-oxidative method to treat organic 
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pollutants is not a novel approach in today’s context, Photo-
Fenton, Chelate Modified Fenton and Sono-Fenton processes 
are being reemerged in the field of soil remediation. In the 
Fenton method, in an aqueous medium, ferrous (Iron (II)) ions 
act as a catalyst to generate hydroxyl radicals and hydroxide 
ions by reacting with hydrogen peroxide (i.e. Haber-Weiss 
Reaction), from which resultant   hydroxyl radicals oxidize the 
pollutant. The Fenton process can be applied to remediate 
soils contaminated with hydrocarbons [56]. Contrastingly, 
contaminates in dry soil may require wetting the soil to apply 
the Fenton process [57]. Studies have shown that, 
hydrocarbons such as PHAs in soils can be oxidized by 
ammonium persulfate, assisted with subsequent microbial 
degradation [58]. Despite the reported microbial activity, the 
Fenton method may be deemed more ecologically sound than 
ammonium persulfate-based treatment due to residual 
sulphate concerns. Chemical methods, on the other hand, can 
compromise the functionality of soil microorganisms [59-60]. 
Moreover, certain chemical remediation approaches seem to 
necessitate precise conditions, therefore the expected 
treatment efficacy in an urban context may be debatable. 

Nature-based solutions (i.e. bioremediation) to remediate 
contaminated soils are becoming increasingly popular as a 
green initiative. The underlying principles of nature-based 
solutions are the stabilization and accumulation of 
contaminants with the aid of plants and microorganisms, and 
biomonitoring. Nature-based solutions widely discussed in the 
literature include biodegradation process such as 
bioaugmentation, bioventing, bioprecipitation, biostimulation 
and landfarming, and phytoremediation methods such as 
phytostabilization, phytovolatilization and phytoextraction or 
phytomining, and monitored natural attenuation. In 
bioaugmentation, cultured microorganisms are introduced 
into contaminated soils to accelerate the biodegradation rate. 
For example, Sphingomondas and Mycobacterium species can 
be used to remediate soils containing PAHs [61]. By 
supplying air, the bioventing technique, on the other hand, 
allows microorganisms already present in the soil to 
breakdown pollutants. Similarly, with the biostimulation 
approach, nutrients are provided to indigenous microbes to 
manage the limiting factors on biodegradation. With the help 
of microorganisms, the bioprecipitation process induces 
pollutants, particularly heavy metals, to precipitate. 
Phytostabilization is the process of immobilizing 
contaminants utilizing plants while reducing bioavailability 
and eliminating the means for contaminant migration (i.e. soil 
erosion). Because no organism is purposefully introduced to 
the soil environment, bioventing and biostimulation can be 
considered environmentally safe. In phytovolatilization, on 
the other hand, pollutants are absorbed by plants and then 
released into the environment as gases through 
evapotranspiration. Bioaccumulation of heavy metals such as 
Cd by hyperaccumulators like Malva rotundifolia has shown 
a Bioaccumulation Coefficient greater than 1.0 [62]. 
Empirical evidence shows that Thlaspi elegans grown in 
serpentine soils has over 15000 mg.kg-1 (dry weight basis) 
accumulation rate of nickel (Ni) [63]. Urban soils 
contaminated with radionuclides can be effectively 
remediated by phytoextraction [64]. Genetic engineering 
approaches such as recombinant RNA and DNA technologies 

are applied to improve the efficiency of biological agents used 
in bioremediation measures [65-66]. However, despite the 
environmental friendliness of phytoremediation technologies; 
physical space, plant and microbial responses to 
environmental vulnerabilities, and the time required to 
remediate contaminated soils can all be limiting factors in an 
urban setting, compared to other biodegradation methods.  

Table 1. Comparison of practicabilities of technologies in an urban setting 
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Nanoremediation 3 4 3 2 8 [67-68] 
Thermal ERH, TCH 2 1 1 2 2 [69] 
Thermal  - RFH 3 3 3 1 8 [70] 
Air Sparging  2 2 2 2 4 [71] 
Chemical - ISCR 1 1 3 3 2 [72] 
Chemical - Fenton 3 1 2 3 4 [73] 
Electrokinetic 3 2 1 2 4 [74-75] 
Non-thermal Plasma 3 1 1 2 5 [76] 
Nature Based  3 2 3 0 9 [77] 
Soil Replacement 1 0 4 4 1 [78] 
Soil Washing 2 0 3 4 1 [79-80] 
Vitrification 2 1 2 3 2 [81] 
Encapsulation 2 3 3 1 7 [82] 
Passive PRB 3 2 2 1 6 [83] 

It is obvious from this research that the environmental 
restoration methods presented have their own set of 
limitations, application possibilities and further 
developmental potential. However, nanoremediation, radio 
frequency heating and bioremediation can be regarded as 
feasible for urban regeneration process, with especial focus on 
redevelopment of contaminated lands (Table 1). 

V. CONCLUSION
By devising a rapid literature review process and adopting 

a mixed method research design, the present study assessed 
advancements in environmental technologies applicable to 
urban regeneration, with a special focus on land 
redevelopment. For an urban setting, nanoremediation, radio 
frequency heating, and bioremediation have all been 
recognized as viable solutions. However, the proposed 
environmental remediation methods have their own set of 
limitations, application possibilities and potential for future 
research. The application potential of these technologies in 
urban brownfield redevelopment toward sustainable urban 
regeneration can be considered by the property developers and 
urban authorities. Researchers in the field of urban 
development can explore the developmental potential of new 
technological avenues by integrating several methods 
discussed in this paper, addressing the limitations of the 
technologies, interdisciplinary manner. 
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Abstract — The 1920 Agricultural Advisory Service 
(AAS) was introduced in 2006, as an ICT initiative of 
agricultural extension in Sri Lanka. There are no studies 
assessing the long-term usage of AAS by the community. 
Therefore, secondary research was carried out to identify 
the trends and patterns in 1920 AAS usage. Data were 
collected from internal databases, records, seasonal 
reports of National Agriculture Information and 
Communication Centre (NAICC), journal articles and 
web sources. Results revealed an increasing trend of 
receiving queries from 2006 to 2012 and, from 2016 to 
2018. The trend was decreasing from 2012 to 2015. By the 
end of 2018, AAS has received 546,473 queries since its 
inception. Queries on fruits, vegetables and subject-
specific matters have been highest for several years. The 
highest number of queries was regarding ‘cultivation’ 
matters and queries from Colombo district was the 
highest in every year. There was no seasonal variation of 
the total number of queries received. Peak hours of AAS 
were from 8.00 am to 10.00 am where it served 31.6% of 
the total queries received per month. This study revealed 
several avenues for primary research. A detailed field 
level studies on the parameters claimed for the highest 
number of queries will be helpful to plan tailor-made 
extension programs. Mapping of queries received by AAS 
will provide a valuable information source for the policy 
makers in designing field extension programmes in Sri 
Lanka. 

Keywords — 1920 Agricultural Advisory Service, 
Agricultural Community, Call center solutions, ICT for 
agriculture, Sri Lanka 

I. INTRODUCTION
Rapid spread of mobile phone usage has accelerated the 

use of ICT in agricultural extension in developing countries 
[1,2]. In line with that, Call Centre models have been 
successfully used in offering demand driven agricultural 
advisory services to farmer communities [3,4]. These call 
centres were initiated mainly targeting small scale farmers 
those who had limited access to information [5,4]. Further, 
such centres were also helpful in supplementing the traditional 
extension systems which had inadequate resources to meet 
urgent information needs of the farmers [5]. The food crop 
sector in Sri Lanka employs more than 2500 field extension 
workers, and an individual extension worker has to serve 
about 3000-4000 farm families [6] which is not adequate at 
all. Therefore, by identifying the need of an alternative 
mechanism to cater farmer information needs, government 
interest was shifted to incorporate ICTs in agricultural 
extension [7]. Accordingly, Call Centre model was initiated 
by the Department of Agriculture, Sri Lanka (DOASL) to 
address day-to-day information needs of farmers [6,8]. 

In 2006 “Govi Sahana Sarana” was initiated by the 
DOASL where people can call and clarify farming related 
problems through a hotline 1920 [8]. The service was 
completely free of charge [8] and named as 1920 Toll Free 
Service (TFS). It operated daily from 8.00 am to 6.00 pm. 
Later, from 2011 onwards, callers had to bear the cost of 
telephoning, while the advisory service remained free of 
charge. From 2007 February onwards, TFS operated from 
8.30 am to 4.15 pm during only weekdays. In October 2016, 
the location of the service was shifted to the National 
Agriculture Information & Communication Centre (NAICC), 
Gannoruwa which is the communication arm of DOASL. 
Simultaneously, the service was re-named as “1920 
Agricultural Advisory Service” (AAS). During the study 
period, there were 18 call centre agents who are trained 
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Agricultural Instructors (AI s), attending for the telephone 
queries and providing required information to the callers.  

 According to the system plan of AAS in Fig.1, 1920 is 
receiving telephone calls through various service providers 
and those calls are connected to Public Switched Telephone 
Network (PSTN). Through Session Initiation Protocol (SIP 
trunk), calls are diverted to Call Centre server and answered 
by Call Centre agents. Callers also can communicate with 
1920 through Facebook, WhatsApp, Imo, Skype, Viber and 
emailing which facilitates detailed information sharing (eg. 
Images). According to the DOASL, for 2006 to 2008, 40,000-
50,000 queries have been annually made by clients [9]. This 
service became very popular as it was free of charge and 
delivered in local language [8]. High level of mobile phone 
usage by the farmers in the country to access the information 
[10] may also have triggered this success of AAS. There are 
several micro-level studies conducted on AAS at the field 
level [9,11]. However, there are no studies available, 
investigating the long-term patterns and trends in AAS use by 
the island wide farmer community. Therefore, this study will 
try to fill that research gap by identifying the trends and 
patterns of AAS use, for the period of 2006 to 2018. The 
findings of this study will be helpful to identify the real 
information requirement of the farmers and to plan tailor-
made advisory programmes. 

 
Fig. 1. System plan of 1920 AAS 

II. OBJETIVES 
The general objective of this secondary research is to 

identify trends and patterns of usage of AAS by the 
community in the period of 2006 to 2018. 

III. METHODOLOGY 
The study was conducted as a secondary research (desk 

research) [12,13] in 2019. Data were collected from the 
internal databases, records, seasonal (Yala and Maha ) reports 
maintained by NAICC for a period of 12 years from 2006 to 
2018. Annual reports, books, and web sources were also used 

to collect the data. Data were analyzed using MS Excel and 
SPSS version 16.  

IV. RESULTS AND DISCUSSION 

A. Trends in total number of queries received (2006-2018) 
 The average number of calls received during the period of 

2006 to 2018 was 41,565 (Fig. 2). Based on the service 
demand analysis, three distinctive phases can be identified in 
relation to the number of calls received by the AAS by the end 
of 2018. The demand for AAS has changed time to time. As 
depicted in Fig. 2, phase I shows an increasing trend of 
receiving queries during the initial 6 years till 2012. In 2006, 
when the service was first established, the number of calls 
received were quite small compared to subsequent years. This 
was the first attempt of using mobile phones for agricultural 
information dissemination in Sri Lanka. Since the community 
was at the early stage of the adoption process, number of calls 
may not be very high. But, when the level of awareness is 
increased, people automatically started to recognize 1920 as 
an important information source. According to Kumari et.al. 
(2009), 8.8% (n=80) of the vegetable farmers in Kandy district 
have identified 1920 as their main information source for 
farming activities while 86% of contacted growers (n=50) 
have informed fellow farmers about 1920 [11]. Hence, 
awareness of 1920 AAS within the community might have 
been increased through fellow farmers and other sources of 
information. Subsequently, the number of queries received 
may be increasing gradually till 2012. 

During phase II which lasted from 2012 to 2015, there was 
a decline in the number of calls received by the AAS. One 
possible reason for the reduced numbers would be the 
implementation of a cost-sharing approach in 2011, where the 
callers must bear the cost for the phone call. When the 
awareness increased about the expenses of calling to AAS, it 
might have decreased the service usage by the community. 

In the phase III, there was an increase in number of calls 
during the period of 2016 to 2018 where AAS underwent 
various changes. The number of telephone lines and number 
of call agents were increased from 4 to 20 and from 6 to 18 
consequently. As a result, 1920 AAS was able to 
accommodate more calls at a given time. A huge promotional 
campaign of 1920 AAS was conducted by using posters and 
through DOASL mass media programs. These measures 
resulted increased public awareness of the service. Until 2016, 
1920 AAS used to be in an office area with a limited space 
and later, it was shifted to a new, spacious location. It reduced 
the external disturbances and enabled clear communication 
between the caller and call agent. All these strategies may 
have combined effect for the increase in number of calls 
received by 1920 AAS following the year 2015. 
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Fig. 2. Total number of queries received by 1920 AAS from 2006 - 2018 

The average number of queries received during the period 
from 2006 to 2017 was 39,358. In 2018 alone, the AAS 
received 74,168 of queries which is 88.4% increase of queries 
compared to the average. It was the highest figure recorded in 
its 12 years of history. In 2018, Fall Army Worm (FAW) pest 
attack appeared in Maize cultivations [14]  and people were 
educated to contact 1920, if they encounter this pest [15]. 
Farmers were mindful about the unidentified pests in their 
fields. It increased the number of calls received by AAS 
asking verifications about the pests they observed. This was 
coupled with the photo sharing through Viber and WhatsApp, 
which were newly added social media platforms into 1920 
AAS. 

The forecasting of annual number of calls using 
exponential smoothing method revealed that the number of 
calls has been steadily increasing from the inception and then 
there was a minor drawback (Fig. 3). Now, the service is 
recovering and it is heading towards a rapid increase of 
queries in the coming years. 

 
Fig. 3. Forecasting trend of total annual number of calls 

 

B. Trends in crop categories claimed for queries:  
The queries received by 1920 AAS were classified into 11 

categories. DOASL is following general agricultural 
extension approach where it covers advisory work for a wide 
spectrum of crops. Therefore, the number of queries can be 
answered directly by the DOASL call agents, is high. The 
queries on other types of crops (eg. tea, coconut) or group of 
crops (eg. export agricultural crops) are directed to the 
relevant institution where necessary. It was evident that 
queries related to floriculture, medicinal plants, roots and 
tuber crops and livestock is relatively lesser than queries in 
other crop categories. Queries related to fruits, vegetables and 
subject-specific problems was the highest in several years 
(Table 1) covering more than one fifth of the total queries 
raised for corresponding year. Until 2016, the lowest number 

of queries had been raised regarding medicinal plants 
(average- 153 queries) and the queries related to livestock was 
the lowest from 2016 to 2019 April (average-261 queries). 
Exponential smoothing analysis of annual number of calls on 
fruits, vegetables and paddy (Fig. 4, Fig. 5, and Fig. 6 
consequently) showed a similar pattern to that of the total 
number of annual calls (shown in the Figure 3). 

 
Fig. 4. Forecasting the trend of annual number of calls on fruits 

Table 1. Crop categories claimed for highest number of queries in each year 
(2006-2018). 

 

 

 
Fig. 5. Forecasting the trend of annual number of calls on vegetables 

Year Crop category with 
highest number of 

queries 

Number of 
queries 
received 

Percentage out of 
total queries 

received for the 
corresponding year 

2006 Fruits 6743 23.8 
2007 Vegetables 11438 27.9 
2008 Vegetables 11439 27.3 
2009 Fruits 10598 24.4 
2010 Fruits 12550 27.8 
2011 Vegetables 11217 23.9 
2012 Fruits 12809 27.3 
2013 Fruits 10705 25.9 
2014 Subject-specific 

problems 
7866 23.4 

2015 Subject-specific 
problems 

6105 23.9 

2016 Subject-specific 
problems 

6691 24.2 

2017 Fruits 11938 23.4 
2018 Subject-specific 

problems 
16910 22.7 
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Fig. 6. Forecasting the trend of annual number of calls on Paddy 

 

Further detailed analysis of repeatedly queried crop 
categories will be beneficial in developing crop-specific 
extension programmes 

The 1920 AAS database has seasonal reports for both 
cultivation seasons in Sri Lanka; Yala and Maha [16]. 
Analysis of seasonal data applicable for 2006 to 2016 showed 
that, in both seasons, vegetables, fruits and subject-specific 
problems have claimed for the highest number of queries, 
interchangeably, which is similar to the findings of analysis of 
total number of queries received per year. Paddy is the main 
food crop in the country, cultivated in both seasons. Hence, 
the average amount of queries received on Paddy was also 
considered with vegetables and fruits (Table 2). 
Table 2. Average amount of queries received by crop category in two seasons 
(2006 - 2018). 

 

The total number of queries and the queries about paddy, 
fruits and vegetables were higher in Maha than Yala in 
between years 2006 to 2018 (Table 2). The Mann-Whitney U 
test results showed that there is no significant difference 
between total numbers of queries received for two seasons (U 
= 63, p = 0.854). There is a significant difference (α=0.10) 
between total numbers of queries received for two seasons 
about paddy (U = 35, p = 0.056). In Maha season, Paddy is 
cultivated in many parts in the island and in Yala it is limited 
mostly to the certain areas. As a result, the number of queries 
received in Maha is higher than in Yala season. 

There is no significant difference between total numbers 
of queries received for two seasons about fruits (U = 62, p = 
0.806) and about vegetables (U = 61, p = 0.758). It appears 
that the problems related to key crop categories are not much 
affected by the seasonal variations. 

C. Trends in agronomic practices and other related 
information claimed for queries: 
For 2006 to 2016 period, highest no. of queries has been 

received regarding ‘cultivation’ issues. According to Fig. 7, 
except in 2009, not much seasonal variation can be observed 
with respect to no. of queries related to ‘cultivation’. It will be 
important to further study on the crop categories claimed for 

high amount of ‘cultivation-related’ information as it will 
indicate the real information requirement, which would help 
to develop crop-specific extension programmes. 

 

 

 
Fig.7. Seasonal variation of queries received regarding ‘cultivation’ issues 
(2006-2016). 

 

D. Trends in geographical area claimed for queries:  
According to Fig. 8, for the period of 2006 to 2016, the 

highest amount (14.7%) of queries have received from 
Colombo district (Average 5509 queries), followed by 
Kurunegala (11.5%) and Kandy (9.8%) districts. In 2008, 
there were 8778 queries from Colombo district which covered 
16.7% of the total queries received and 26% of queries were 
related to ‘subject-specific problems’. Home gardening’ is 
also included in ‘subject-specific problems’ category of AAS. 
Part-time farming is common in Colombo district which is 
basically an urban area. Highest number of queries about fruits 
and vegetables, and higher no.of queries from Colombo 
district reflects that people do home gardening (where fruits 
and vegetables are common) as part-time or secondary 
activity, would contact AAS very often. However, a detailed 
field level study is required to validate this assumption. 
Reasons behind the highest number of calls from such an 
urban area may be due to easy access to mobile phones, lack 
of contacts with the field level extension officers, etc. It will 
be worthwhile to study whether AAS is performing far better 
in extension and advisory work in urban agriculture in Sri 
Lanka. 

 

Crop category Maha Yala 
Paddy 1790 1329 
Fruits 4868 4993 

Vegetables 4443 4326 
Total 20,699 20,005 
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Fig. 8. Geographical variation of total no. of queries received (2006-2016) 

According to the Figure 8, a lesser number of queries has 
been received from Mulativu (14), Mannar (28), Killinochchi 
(18), and Jaffna (43) districts where Tamils makes the 
majority of population.  Lack of Tamil speaking Call Center 
agents in 1920 AAS to respond the queries, lack of awareness 
about the 1920 AAS or availability of good agricultural 
extension set up in the area, may also have some effect on this. 
Further field level study will provide more insights on how to 
make these ‘less-active’ areas more engaged with AAS. 

Interestingly, Anuradhapura and Polonnaruwa districts, 
which are mainly Paddy cultivating areas in the country, [17] 
claimed for 7.7% and 2.7% of queries consequently, which is 
far behind the values for Colombo district. It can be assumed 
that AAS would not play a significant role in providing 
extension and advisory services to Paddy farmers. It may be 
due to availability of strong field level extension network at 
the field where no other alternative information source is 
needed, or lack of acceptance of new communication tools by 
the traditional Paddy farmers. However, a detailed field level 
study will be required to explain this scenario. A detail 
analysis on the “problematic” districts will provide a good 
foundation to plan “site-specific” agricultural information 
services. 

E. Peak hours of 1920 AAS 
It was observed 31.6% of the total queries received per 

month (average) in the period of 2017 to 2019 had been 
received in between 8.00am to 10.00am. Identifying these 
peak hours is beneficial for the decision makers in AAS to 
make sure that, all the call agents are at their seats during that 
time, to receive the call. It avoids the caller keep waiting and 
enable smooth functioning of the service.  It will be interesting 
to study the relationship between the peak hours of 1920 and 
the types of queries raised, so that, call agent would know 
‘what type of queries comes in what time’, in advance. 

V. CONCLUSION 
AAS is providing different types of agricultural 

information to the farmers all over country. However, in its 12 
years history, there are not many studies available assessing 
the AAS at the field level as an ICT initiative for agricultural 

extension in Sri Lanka. Being secondary research, this study 
provides an overview of the AAS usage over the years and it 
bring forward some multiple avenues for primary researches 
[12] in different aspects which would help to plan tailor-made 
extension programs. Moreover, this study has identified 
geographical distribution of clients and queries, therefore 
mapping of the queries received by AAS, will be possible. 
Based on that, more ICT tools can be tested in high potential 
areas for similar purpose. It will also make a good source of 
information for all the personnel involved in field level 
extension and advisory work in Sri Lanka. Overall, this study 
contributes to the academic literature by producing a valuable 
snapshot of the AAS usage by the Sri Lankan community, as 
a novel ICT tool for agricultural extension.  
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Abstract— Personal cooling garments have become a 
major requirement to cater thermal discomfort, caused 
mainly due to the rise in global temperatures. Various 
cooling techniques have been used for specific 
applications, mainly focused on thermal protection than 
thermal comfort. Thermoelectric cooling, phase change 
materials, and evaporative cooling techniques were 
selected and further analyzed through mathematical 
modeling to assess their suitability for personal cooling 
garments. Phase change materials can provide 2 hours of 
cooling using 46 capsules, while evaporative cooling can 
provide cooling for 36.1 minutes and thermoelectric 
cooling can provide continuous cooling. The study 
concluded that a combination of thermoelectric cooling 
with phase change materials could remove required heat 
from the top part of the body which is emitted during 
medium level activities. Two circuits, each with three 
Peltier modules of the TEC1-127 series supplied with a 
direct current of 1.5A and supplied voltage of 9V could 
provide efficient heat pumping ability, with the coefficient 
of performance of 1.17 each. The macro capsules with 
eicosane as the core material act as the heat sink when 
used in combination with thermoelectric modules. Hence, 
it concludes that a combination of thermoelectric modules 
with phase change materials integrated into a personal 
cooling garment could effectively provide the required 
thermal comfort. 

Keywords – personal cooling garments, thermal 
comfort, phase change materials, thermoelectric cooling  

I. INTRODUCTION 
The current temperature increment due to global warming 

is a raising environmental issue that highly attracted the focus 
of almost all the nations. It is also stated by NASA that the 
highest temperature was marked in 2020 [1]. Due to this 
temperature increment, thermal comfort of humans was 

compromised and the heat related illnesses also increased, 
along with the raise in the death percentages [2]. The effect 
of global warming and the raise of temperature can have more 
effect on tropical countries compared to others. The recent 
COVID-19 pandemic is another severe problem for the 
frontline medical staff who are required to wear a sealed type 
of clothing for longer durations, which are mostly made with 
polyolefin fibres that increase thermal discomfort. Human 
thermal comfort depends on four environmental parameters: 
ambient and radiant temperature, relative humidity and air 
velocity and two human parameters:  activity level and 
clothing insulation [3].  

In general, a centralized cooling system is used in 
commercial buildings and split type air conditioners into 
residential units. However, the cooling effect will only be 
limited to the indoor environment, and it is also reported that 
the cooling efficiencies are comparatively lower with regards 
to the high energy consumption [4]. Therefore, considering 
the above limitations, personal cooling garments (PCG) will 
provide the best solution to human thermal comfort. It is also 
stated that PCGs can reduce up to 25% of the energy 
consumed for Heating, Ventilation, and Air Conditioning 
(HVAC) [5]. 

During the last nine decades research on protective 
garments used in high temperature environments, paving the 
way towards the introduction of cooling techniques namely 
air cooling (AC), liquid cooling (LC), phase change materials 
for cooling (PCM), and evaporative cooling techniques (EC). 
These are also known as the traditional cooling techniques 
which are used for garments in the fields such as military, 
sports, healthcare, firefighting and industrial applications. 
Studies on PCGs are still in progress and providing new 
cooling techniques such as the enhanced conductive cooling 
with boron nitride (BN), vacuum desiccant cooling (VDC), 
which is also an advanced evaporative cooling and 
thermoelectric cooling using Peltier effect (TEC). The 

D.O.D.P. Fernando (1st Author)  
Department of Textile and Apparel Engineering 

University of Moratuwa 
 Katubedda, Sri Lanka 

dodpfernando@gmail.com 

  
 

 

A. N.  Ahmad (2nd Author) 
Department of Textile and Apparel 

Engineering 
University of Moratuwa 
 Katubedda, Sri Lanka 

ahmd.nabrees@gmail.com 

Indrajith D. Nissanka (4th Author)  
Department of Mechanical 

Engineering 
University of Moratuwa 
 Katubedda, Sri Lanka 

nissankai@uom.lk 
 

Gayani K. Nandasiri (3rd Author)  
Department of Textile and Apparel 

Engineering 
University of Moratuwa 
 Katubedda, Sri Lanka 

gayanin@uom.lk 
 

ISSN 2756-9160 Page 117



 
 

 
 
 
 

     
 

INTERNATIONAL CONFERENCE ON ADVANCES IN TECHNOLOGY AND 
COMPUTING (ICATC-2021) 

Faculty of Computing and Technology (FCT), University of Kelaniya, Sri Lanka 
18th December 2021 

effectiveness of these cooling techniques varies depending on 
the climate conditions they are being used. Thus, precise 
selection has to be made when it comes to the selection of a 
suitable cooling technique for PCGs. 

Thermal comfort is a subjective sensation, and therefore 
the individual requirement towards it may also differ. Hence, 
providing the individual requirement on thermal comfort is 
possible by the use of PCGs. Considering the impacts of 
global warming, the limitations of centralized cooling and the 
capabilities of PCGs, it could be envisaged that a PCG with 
precise cooling technique/ techniques can create a new 
market segment in technical textiles which has a high 
potential for future growth of wearables and smart textiles.  

 In normal circumstances energy from the human body is 
transferred to the environment in different modes. 
Accordingly, out of the total energy transferred, more than 
70% is through convection and radiation, 2% through 
respiration and conduction, and the remaining percentage by 
the evaporation of sweat [6]. Even though the heat is getting 
transferred to the environment, there is a huge percentage of 
heat getting stored as thermal energy in the microclimate 
between the body and the clothing contributing to increase in 
temperature. The functionality of the PCG is primarily to 
remove the stored thermal energy while providing the 
required thermal comfort for personal wear in daily activities. 
The main heat transfer modes can be described 
mathematically as stated by Equation (1) the Fourier’s law of 
heat conduction, Equation (2) the convection by Newton’s 
law of cooling, and Equation (3) the evaporative heat transfer.  

𝑞𝑞𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = −𝐾𝐾
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

                             (1) 

𝑞𝑞𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = ℎ(𝑑𝑑𝜏𝜏 − 𝑑𝑑∞ )                         (2) 

𝑞𝑞𝑇𝑇𝑃𝑃𝐹𝐹𝑝𝑝𝑃𝑃𝑇𝑇𝐹𝐹𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝜀𝜀(𝑃𝑃𝜏𝜏 − 𝑃𝑃∞ )                        (3) 

 where, T is the temperature and K is the thermal 
conductivity of the material, h is the convective heat transfer 
coefficient, 𝑑𝑑𝜏𝜏 is the outer surface temperature of the clothing 
and 𝑑𝑑∞ is the temperature of the ambident environment, ε is 
the evaporative heat transfer coefficient, 𝑃𝑃𝜏𝜏 – partial pressure 
of the ambient water vapor and 𝑃𝑃∞ - partial pressure of the 
water vapor at the skin. 

 Even though there are different cooling techniques used 
for specific heat protection applications as mentioned above, 
out of those, only a few could effectively be used for PCGs. 
The air cooling garments (ACG) functions with the 
circulation of the air through the porous tubing arrangements. 
The cold air gets blown to the body through the pores and 
increases the convective heat transfer. Similarly, the liquid 
cooling garments (LCG) functions by circulating the coolant 
or liquids in place of air in ACGs. However, the tubing 
arrangement is of sealed type restricting any leakages. This 
liquid circulating around absorbs the energy stored in the 
microclimate through conduction. Meanwhile, garments 
incorporating PCM (PCMG) functions according to the 

theory of latent heat where the temporary cooling is provided 
during the phase change: energy is transferred from human 
body to the PCM via conduction. Similarly, in evaporative 
cooling garments (ECG) the cooling is due to the result of 
evaporation of the liquid which is mostly water, where the 
liquid absorbs the energy in the microclimate and thereby 
change its phase to vapour. 

 Considering the novel cooling techniques, conductive 
clothing can enhance efficient heat removal from the 
microclimate through BN/PVA composite [7], also VDC can 
function more efficiently in any environmental condition [8]. 
The TEC is a technique, where the temperature difference can 
be created when the current goes through the module (Peltier 
effect) and provide cooling [4]. A critical comparison of these 
cooling techniques for the suitability of use in a PCG, by 
considering the requirements in a daily wear are described in 
Table 1. The AC and LC techniques have shown the highest 
cooling efficiencies during the long time of wearing opposed 
to other traditional cooling techniques. Nevertheless, the  
flexibility and freedom of movement, low weight and less 
bulkiness which are the major requirements in PCGs , get 
compromised in AC and LC techniques due to the auxiliary 
equipment used to obtain its functionality [6]. a similar 
difficulty is also observed in VDCs as the thickness and 
bulkiness of cooling pads used in VDC are high.  

 This shows that the AC and LC techniques are not suitable 
for the PCG even though they provide high cooling 
efficiencies in long duration of wearing.  The PCGs also need 
to have the properties similar to a garment that is used as daily 
wear and these are worn in normal environments for a short 
period of time, unlike the garments worn in hostile 
environment. Similarly, the bulkiness and the resistance to 
movements of VDCs makes it less desirable for PCGs. The 
remaining four techniques listed in Table 1 can be selected 
for the PCGs, out of which enhanced conductive cooling with 
BN/PVA is still under research. Also, with BN/PVA it is 
possible that there are more chances in tropical countries 
where the radiant temperature gets increased more than skin 
temperature resulting the reverse heat flow from the 
environment to the human body.  

 Focusing on PCM, the main limitation is related to the 
duration of cooling. To provide a longer duration of cooling, 
it required to incorporate larger mass of PCM into the PCG. 
Researchers have used microcapsules, macro capsules and 
macro packets to incorporate PCMs to the garments. Out of 
these, the mostly used type is the microcapsules. 
Nevertheless, due to the micro scaled size of the capsule, it 
was not an effective method of cooling for longer durations 
due to the less amount of PCM mass in the garment. As a 
solution, to incorporate more PCM in the garment, some 
researchers have used macro packets of PCM, which resulted 
in increase in weight and limited the freedom of 
movement[9]. Considering these limitations, the new area of 
research have focused on the macro capsules which are in the 
scale of 3mm – 5mm [10].  Usage of these macro capsules 
can have higher mass of PCM compared to the micro capsules 
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thus support the longer duration of cooling. The other major 
issue with respect to PCM is the durability of the capsules. 

Due to the external forces, it was found that there are more 
chances for the capsules to get damaged.

 
Table 1. Comparison of cooling techniques 

Description ACG LCG  PCMG ECG BN/PVA 
Composite  

TEC  VDC 

Requirement of 
external 
equipment 

For the 
circulation of 
air 

For the 
circulation of 
liquid 

No No No For cooling 
purposes and 
to power the 
modules 

For cooling 

Uniqueness No Highest 
efficiency and 
best for longer 
durations 

Quick response & 
high efficiency for 
short term cooling 

Best 
suitability for 
less humid 
environment 

Only technique to 
use conductive heat 
transfer efficiently 

Shortest 
response time 
and quickest 
cooling 

Functions in 
any 
environment 

Major 
limitation to be 
used for 
cooling in PCG 

High weight, 
bulkiness due 
to external 
elements 

High weight, 
bulkiness due 
to external 
elements 

Duration of 
cooling time, and 
durability of the 
PCG 

Not suitable 
in high humid 
environment 

Under research, heat 
from environment 
can transfer towards 
the body..  

Current flow 
in the 
garment  

Bulkiness and 
the increased 
thickness of 
the pads. 

 Considering this problem, the researchers have 
investigated the strength and durability with the different core 
to shell ratios. With the increase of the core to shell ratio, the 
encapsulation efficiency is not as expected due to possibility 
of incomplete coating [11]. Nevertheless, in decreasing the 
ratio, the heat capacity is also compromised. Thus the best 
core to shell ratio suggested in the literature is 3:1 [12] 

 TEC is a new cooling technique when it comes to textiles, 
the problem related to this method is possibility of current 
leakages. It is also stated the temperature difference between 
the two sides of the TEC depends on the current that flows 
through it [4], [13]. Therefore, a precise calculation on the 
current that can provide cooling without harm, need to be 
carried out and accordingly the suitable module should be 
selected [4]. 

 Focusing on the evaporative cooling, the functionality 
highly depends on the relative humidity of the environment 
[14]. Therefore, it can efficiently function in lower humid 
environments. For the tropical countries where the humidity 
is higher [15], this technique is not highly efficient. 

The critical review of the available techniques suggested 
the possibility to use three main techniques for cooling 
garments, as listed below. 

• PCM technique 

• Liquid Mediate EC technique 

• TEC using Peltier modules 

II. OBJECTIVES 
Hence, this study focuses on qualitative and quantitative 

analysis of different cooling techniques, and their 
combinations to evaluate the suitability to be used in personal 
cooling garments for hot and humid climatic conditions. This 
study aims to achieve following objectives, 

• to review different cooling techniques and evaluate 
their effectiveness for the use in personal cooling 
garments, 

• to evaluate the effectiveness of combined cooling 
techniques for personal cooling garments, using 
analytical/ numerical methods, 

• to propose suitable combination of cooling techniques 
for personal cooling garments for hot and humid 
climates. 

III. METHODOLOGY 
With the identification of the cooling techniques, that can 

be incorporated in the cooling garments through the review, 
separate mathematical models were developed, for the 
combined cooling techniques by adopting the available heat 
transfer equations for individual cooling techniques by 
considering the enhanced performance of each technique 
separately.  

A. Human thermoregulation 
According to [3], thermodynamics between the 

environment and the human body is described with the steady-
state energy balance model, where heat transfer between the 
body and the environment can be expressed using Equation 
(4)., 

0 = 𝑀𝑀𝑇𝑇–𝑊𝑊𝑇𝑇 − 𝐶𝐶𝑇𝑇𝑇𝑇𝑃𝑃–𝑀𝑀𝑇𝑇𝑇𝑇𝑃𝑃 − 𝐶𝐶𝑏𝑏–𝑅𝑅𝑏𝑏 − 𝑀𝑀𝑏𝑏– 𝑅𝑅𝑃𝑃        (4) 

where, Mr - metabolic rate, Wr - work rate performed on 
the environment, Cres - convection respiratory heat transfer, 
Eres - latent respiratory heat transfer, Cb - body convection heat 
transfer, Rb - body radiation heat transfer, Eb-body evaporative 
heat transfer, St - heat storage rate by the body. The heat 
storage St in Equation (4) defines the temperature of the 
microclimate between the body skin and the fabric. The 
thermally comfortable skin temperature in tropical countries 
varies in the temperature range of 304.5K to 305.5K [16]. 
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B. Mathematical representation of PCM technique 

 
Fig. 1 – Model of a garment incorporated with PCM (a) Schematic 
representation (b) Equivalent thermal resistance diagram. (R1 -6, represent 
the thermal resistance of each component). 

Mathematical equations were derived from the basic heat 
transfer equation available in the literature, for a sandwiched 
structure that contains PCM macro capsules embedded in 
flexible foam material in between two fabric layers. The heat 
stored in the microclimate gets reduced during the phase 
changing period of PCM, and during this period the wearer 
feels comfortable. The proposed mathematical model, for the 
heat transfer calculations of this system, was developed based 
on the schematic presented in Fig. 1.  

During the heat transfer calculations, the following 
assumptions were made,  

• The phase change of PCM occurs uniformly (No 
temperature gradient and moving boundary problem)  

• The spherical capsules are assumed to be cube shaped 
to reduce the complexity of modelling. 

• The heat transfer is assumed to be in one dimension 
(perpendicular to the fabric surface). 

 Therefore, the total heat flow per unit area 𝑄𝑄𝑇𝑇𝑃𝑃𝑃𝑃 through 
the design could be calculated as, 

𝑄𝑄𝑇𝑇𝑃𝑃𝑃𝑃 = (𝑇𝑇𝑏𝑏−𝑇𝑇𝑒𝑒)
𝑅𝑅

                                  (5)  

where, Tb - Temperature of the body, Te-Temperature of 
the environment, R - equivalent thermal resistance of resistors 
R1 to R7, where R2 = R6 and R3 = R5 as shown in Fig. 1. 

Substituting the expression for R in the Equation (5), the 
𝑄𝑄𝑇𝑇𝑃𝑃𝑃𝑃 could be expressed as; 

(6) 

 The time period of cooling t can be obtained by Equation 
(7), 

𝑡𝑡 = 𝑃𝑃 ∗ 𝑉𝑉𝑉𝑉𝐿𝐿𝑓𝑓
𝑄𝑄𝑠𝑠

                                     (7)  

where, n - no. of capsules required, V - volume of a 
capsule, ρ - density of the core material, Qs - heat flux to the 
core and Lf - latent heat of fusion. 

C. Mathematical representation for water-mediate EC 
technique 

Fig. 3 shows the schematic representation and the 
illustration of the thermal resistance for the water-mediated 
EC model. The sweat evaporated from the skin and the 
evaporation of moisture present on the fabric contributes to 
the cooling effect produced. The fabric layer consists of a 
three-layered structure as shown in Fig. 2. 

 
Fig. 2. – The model representing the sandwiched fabric layer. 

 This cooling technique functions after the liquid water is 
introduced to the absorbent core. The cooling effect is created 
by the evaporation of the liquid water which occurs at any 
temperature, if the air is unsaturated. Accordingly, when the 
fabric is worn near to the skin, the energy stored within the 
microclimate is absorbed, which results in evaporation. 
Evaporation of one liter of water takes away approximately 
2400 kJ, which can effectively reduce the heat stress as 
described in Equation (4). 

During the model formulation, the following assumptions 
were made 

• The three-layered fabric has been modelled as one 
fabric layer. 

• The system behaves in isothermal conditions. 

• The fabric surface is covered by a continuous water 
film. 

• The partial pressure of water vapor at the skin surface 
reaches the saturated level. 

The first assumption to represent a ‘three-layered fabric 
as one layer of fabric’ was due to the fact that the inner layer 
and the outer layer do not contribute to holding water, thus, 
the effect created towards the water film is negligible.  

Based on the literature, the heat flow that causes the skin 
cooling 𝑞𝑞𝑓𝑓𝐹𝐹𝑏𝑏𝑓𝑓,𝑃𝑃𝑠𝑠 can be expressed as,  

𝑞𝑞𝑓𝑓𝐹𝐹𝑏𝑏𝑓𝑓,𝑃𝑃𝑠𝑠  =  𝛽𝛽�𝑃𝑃𝑠𝑠𝑠𝑠𝑡𝑡,𝑓𝑓𝑠𝑠𝑏𝑏 – 𝑃𝑃𝑠𝑠𝑖𝑖𝑎𝑎�

�1 + 𝛼𝛼𝑅𝑅𝑐𝑐𝑡𝑡(1 – 𝑠𝑠𝑘𝑘)+ 𝛼𝛼𝑅𝑅𝑔𝑔𝑠𝑠𝑔𝑔�
                (8)  

 where, β - convection mass transfer coefficient, Psat.fab - 
saturated water vapour pressure on the fabric surface, Pair - 
water vapour pressure of the environment, α – convective 
heat transfer coefficient which increases with air velocity, Rct 
- the thermal resistance of fabric in the ultra-dry state, k - 
experimentally determined constant characterizing the 
decrease of thermal resistance caused by the increased 
moisture of the fabric and U - relative mass increase of the 
fabric with moisture content (%), Rgap - evaporative resistance 
of the air layer.  

 
𝑄𝑄𝑑𝑑𝑃𝑃𝑡𝑡 = 2(𝑑𝑑𝑏𝑏−𝑑𝑑𝑃𝑃 ){𝑅𝑅1[(𝑅𝑅3+2𝑅𝑅4)(2𝑅𝑅2+𝑅𝑅7)+𝑅𝑅3𝑅𝑅4]+2𝑅𝑅2𝑅𝑅7(𝑅𝑅3+2𝑅𝑅4)+ 𝑅𝑅3𝑅𝑅4𝑅𝑅7}

(𝑅𝑅3+2𝑅𝑅4)(2𝑅𝑅2 +𝑅𝑅7)+𝑅𝑅3𝑅𝑅4
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Fig. 3 - Model of a water-mediate EC garment (a) Schematic representation 
(b) Equivalent resistance diagram (Rgap, Ret, Reto, represent the thermal 
resistance of each component). 
 

 The heat flow coming from the skin 𝑞𝑞𝑃𝑃𝑠𝑠𝑃𝑃𝑃𝑃 , can be 
described by Equation (9), 

𝑞𝑞𝑃𝑃𝑠𝑠𝑃𝑃𝑃𝑃  =  𝑃𝑃𝑠𝑠𝑠𝑠𝑡𝑡 – 𝑃𝑃𝑠𝑠𝑖𝑖𝑎𝑎
�𝑅𝑅𝑔𝑔𝑠𝑠𝑔𝑔 + 𝑅𝑅𝑒𝑒𝑡𝑡 + 𝑅𝑅𝑒𝑒𝑡𝑡𝑒𝑒� 

                     (9)  

 where, 𝑃𝑃𝑃𝑃𝐹𝐹𝑃𝑃  - saturated vapour pressure in the skin surface, 
Ret - experimentally determined constant for evaporative 
resistance of the fabric, Reto - evaporative resistance of the 
boundary layer. 

 The total heat flow 𝑞𝑞𝑃𝑃𝑃𝑃𝑃𝑃 through the fabric surface can be 
calculated by the addition of Equations (8) and (9). 

𝑞𝑞𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑃𝑃𝑠𝑠𝑠𝑠𝑡𝑡−𝑃𝑃𝑠𝑠𝑖𝑖𝑎𝑎
𝑅𝑅𝑔𝑔𝑠𝑠𝑔𝑔+𝑅𝑅𝑒𝑒𝑡𝑡+𝑅𝑅𝑒𝑒𝑡𝑡𝑒𝑒

+ 𝛽𝛽�𝑃𝑃𝑠𝑠𝑠𝑠𝑡𝑡.𝑓𝑓𝑠𝑠𝑏𝑏−𝑃𝑃𝑠𝑠𝑖𝑖𝑎𝑎�

1+𝛼𝛼𝑅𝑅𝑐𝑐𝑡𝑡(1−𝑠𝑠𝑘𝑘)+𝛼𝛼𝑅𝑅𝑐𝑐𝑔𝑔𝑠𝑠𝑔𝑔
       (10)  

D. Mathematical model for TEC technique 

Fig. 4 shows the schematic representation and the 
representation of the thermal resistance circuit created for the 
model on Peltier arrangements. According to the model, one 
Peltier element is considered, which is sandwiched in 
between two fabric layers. A flexible Peltier is considered 
since it is worn closer to the skin in a personal cooling 
garment, and therefore it should support the body 
movements.  

 The Peltier effect occurs if and only if a current passes 
through the thermoelectric module. Due to this current, heat 
energy gets absorbed from the connective points of 
thermoelectric pillars to the external circuits. Since the heat 
gets absorbed in these positions, the temperature gets 
reduced. The absorbed heat flows through the doped p and n 
type semiconductors and gets released at the next end, 
therefore the temperature in those places gets increased. The 
resultant cooling will depend on the balance of the cooling 
power, heating power, and heat produced due to the current 
flow (due to charge carrier movement), etc. Therefore, 
according to the literature [20], resultant cooling of a Peltier 
module can be described using Equation (11), 

(11) 

 where, I - current through the Peltier, αP & αn - Seeback 
coefficients of branches and Tc - temperature of cooler side 
of Peltier module, TH - temperature of the hotter side of the 
Peltier module and Kp & Kn - thermal conductivity of the 
branches, A - cross-section of a leg, l - height of leg in the 
module, Rp & Rn - Thermal resistance of the branches 

 For the cooling to occur, the power supplied to the Peltier 
should be large enough to cater the Joule heating and to create 
the temperature difference. Accordingly, Equation (12) 
describes the required power W for the Thermoelectric 
module to create the Peltier effect [20].  

 
Fig. 4 – Model of TEC using Peltier - Modules (a) Schematic representation 
(b) Equivalent resistance diagram (Rf, Rpj, Rnj, Rj, represent the thermal 
resistance of each component). 

𝑊𝑊 = (𝛼𝛼𝑃𝑃 − 𝛼𝛼𝑃𝑃) ∗ 𝐼𝐼 ∗ (𝑑𝑑𝐻𝐻 −  𝑑𝑑𝑃𝑃) + 𝐼𝐼
2

2
∗ �𝑅𝑅𝑝𝑝 + 𝑅𝑅𝑃𝑃�    (12) 

 Considering the function of the Peltier modules, it 
functions as the heat pump and therefore the term efficiency 
is not appropriate. Based on the second law of 
thermodynamics the suitable term to assess the performance 
of the Peltier is the coefficient of performance (COP) and can 
be calculated using Equation (13).  

𝐶𝐶𝐶𝐶𝑃𝑃 =
𝑄𝑄𝑅𝑅𝑇𝑇𝑃𝑃 𝐶𝐶𝑃𝑃𝑃𝑃𝐹𝐹𝑃𝑃𝑃𝑃𝑁𝑁

𝑊𝑊
                            (13) 

 

IV. RESULTS AND DISCUSSION 
The results of this study fall under two categories: the 

analytical model results, and the suitability of the cooling 
techniques, which have been carried out with the physical 
boundary conditions suited for a high humid high temperature 
environment. 

A. Results of the Mathematical analysis 
1) Results of the study of the PCM cooling 
According to the model described in Fig. 1, in an 

environment with a temperature in the range of 303K to 306K, 
nonadecane can be used as the PCM core encapsulated by 
melamine formaldehyde as the shell material. The core to shell 
ratio of the PCM capsule used was 3:1 with the length and 
width of 3 mm on each side. These capsules were included in 
the flexible polyurethane foam which gets sandwiched by high 
density polyethylene (HDPE) fabric. The analysis was made 
with relation to a repeat unit where the fabric thickness 
considered was 0.5 mm. 

Thermal conductivity values of HDPE, polyurethane 
foam, and melamine formaldehyde were 0.481, 0.028, 
0.5Wm-1K-1, respectively. The core of the macro capsule has 
the latent heat of fusion of 222 kJ/kg. According to the 
analysis with the one-dimensional heat flow, it was found that 
the heat that passes through the shell material of a PCM 
capsule was 5.197 mW, when temperatures Tb = 306K and Te 
= 303K. Furthermore, it was calculated that 46 macro capsules 
of diameter 3mm can provide 2 hours of sufficient cooling. 

𝑄𝑄𝑅𝑅𝐶𝐶 = 𝐼𝐼𝑑𝑑𝑃𝑃(𝛼𝛼𝑃𝑃 − 𝛼𝛼𝑃𝑃) − (𝑑𝑑𝐻𝐻 −𝑑𝑑𝐶𝐶 )�𝐾𝐾𝑝𝑝 + 𝐾𝐾𝑃𝑃� �
𝑀𝑀
𝑅𝑅 �
−
𝐼𝐼2

2
�𝑅𝑅𝑝𝑝 + 𝑅𝑅𝑃𝑃� 
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However, it was found that the temperature of the skin was 
maintained at 305K (the phase change temperature of the 
nonadecane) during the long period of wearing. Therefore, 
with respect to the tropical countries where the radiant 
temperature is higher, selected PCM alone can only provide 
the cooling with limited temperature reduction in the 
microclimate 

2) Theoretical results based on the study of the water 
mediate evaporative cooling technique 

Considering the environmental parameters in high 
temperature and high humid environments the following were 
used for the analysis, 

• the environmental temperature is 304 ± 3 𝐾𝐾 [17], 

• relative humidity varies between 60 % −  100 % 
[17], 

• wind speed varies between 2 𝑚𝑚𝑃𝑃−1 − 5 𝑚𝑚𝑃𝑃−1 [18]. 

At the above stated environmental parameters, considering 
a three-layered fabric with 20ml of water absorbed in the core 
layer, the calculation results showed that the total heat flux 
going through the fabric was around 330 W/m-2. Furthermore, 
it was found that the composite structure was able to cool for 
35 minutes through the evaporation of the water available in 
the middle layer. 

3) Results based on the study of thermoelectric cooling 
using Peltier modules. 

When a person is performing a light activity, the energy 
emitted by the body to the environment is 87W/m2 [3]. The 
average surface area of the human body is 1.8m2 and it is also 
stated that the upper back part of the body between the neck 
and waist, emits a larger amount of heat to the environment 
and has a surface area of 0.3m2 [19]. Considering the function 
of a TEC as a heat pump/refrigerator, by pumping the heat 
emitted by the body which is stored on the microclimate 
(colder side) to the environment (hotter side), 
thermoregulation can be achieved. To pump the heat emitted 
by the body to the environment, a Thermoelectric module 
(model no: TEC1-12706), with its parameters such as 
conductivity of branches 𝐾𝐾𝑇𝑇𝑇𝑇 = 1.50𝑊𝑊𝑚𝑚−1𝐾𝐾−1, Seeback 
coefficients αm = 0.200VK-1, the temperature of the hotter 
side TH = 300K, resistance Rmodule = 1.98Ω was considered for 
the analysis.  

According to the calculations carried out, to cater the 
stated requirement with achieving a temperature difference of 
10K between the two sides of the module, using 6 Peltier 
modules with 3 in one circuit is more realistic. It is calculated 
that 1.5A current with a supply voltage of 9V for one circuit 
will be required. The calculated COP of one module was 1.17 
for this mentioned situation as calculated from (13). 

B. Suitability of these cooling techniques in hot and humid 
environments. 

 All these cooling techniques are suitable to be used in a 
PCG. A comparison of the theoretical calculations made based 
on models derived from heat transfer principles discussed in 
section B, are summarised and tabulated in Table 2, which 
depicted that PCM could provide 2 hours of cooling by simply 

having 46 macro capsules. This has the advantage as the 
capsule can be restored back to its initial state with the 
reduction of temperature. Thus, there is no requirement of any  
Table 2. Analysis of cooling techniques 

additional inbuilt energy source to be incorporated into the 
PCG. Nevertheless, the temperature reduction during the 
cooling period by PCM is lesser compared to the other cooling 
techniques. The water mediate evaporative cooling technique 
also does not require any additional elements to power or any 
additional energy sources. As shown in Table 2, this can 
provide cooling for 36 minutes by simply evaporating 20 ml 
of water. However, this evaporation is dependent on the 
relative humidity and in humid environments, the effect 
created by this cooling technique is comparatively low. 
Thermoelectric cooling using Peltier modules is an advanced 
method that uses current, and can reduce the temperature to 
any required temperature range within a very short time 
period. The heat can be pumped effectively out to the 
environment even by using small currents and voltages, yet 
with a higher COP value. Nevertheless, the disadvantage of 
this method is that at lower temperature differences created, 
the back heating gets more prominent. Also, looking at the 
combinations possible, it is clear that there are three 
combinations, where, the TEC and EC methods are impossible 
as it uses water and electricity together. Comparing the other 
two combinations, the PCM and EC methods could provide 
lesser cooling compared to the combination of the Pelter & 
PCM technique. The back heating effect created by the TEC 
could be absorbed by the PCM, which can act as a heat sink 
when eicosane is used. As the phase change temperature of the 
material is 309K which is closer to the temperature of the hot 
side of the Peltier, it can provide an efficient heat sinking 
process. Using more than one Peltier and placing them on the 
backside of the cooling panel could help in removing larger 
amounts of heat as well as to avoid effects due to the back 
heating, thus providing the optimum cooling. 

V. CONCLUSION 
The temperature recording by NASA and the consensus 

related to the heat related illnesses shows that there is no 
proper thermal comfort achieved in clothing globally and 
when it comes to the tropical countries this effect is severe. 
This proves the requirement for a personal cooling system in 
clothing since it is considered as the second skin. The 
requirement of PCG was further proven by the survey 
conducted in Sri Lanka. Hence this study investigated the 
suitability of different cooling techniques and their 
combinations to use in personal cooling garments in tropical 
countries. 

To provide thermal comfort via PCG, the qualitative 
analysis made on the available cooling techniques suitable for 
textiles concluded that cooling using Phase Change Material 

Cooling technique Dependent Cooling duration 

PCM 46 capsules 2 hours 

EC 20 ml 36.1 minutes 

TEC 1.5A/3V  continuous 
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(PCM), Evaporative Cooling (EC) and Thermoelectric 
Cooling (TEC) was found to be more effective in both cooling 
and to cater the requirements from the day-to-day wear. The 
mathematical analysis of these three techniques showed that 
TEC provided continuous cooling with a 10 ℃ temperature 
difference between the two sides of it, while having problems 
with the back heating as it functions as the heat pump. PCM 
was able to provide 2 hours of cooling with 46 capsules, 
although the temperature reduction it can provide in the 
microclimate was not adequate. EC was having a limitation in 
cooling due to the barrier caused for the water to evaporate in 
high humid environments. Therefore, considering the pros and 
cons of each of these three techniques, it is recommended that 
the combination of PCM & TEC can provide optimum cooling 
for a PCG in tropical climates. These results obtained from the 
mathematical analysis are further required to validate with 
experimental evidence, which would be the next phase of this 
research. Also, the final garment design should consider other 
factors such as heaviness of the cloth, energy consumption etc.  
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  Index No: ES-22-72 

Development of an Autonomous Agricultural Drone and 
Real - Time Monitoring Interface for Aerial Seeding 

Abstract - Applications of Unmanned Aerial Vehicles 
(UAVs) or commonly known as drones, have been 
considerably growing during the past few decades in 
various fields such as agriculture, aerial mapping, 
surveillance, disaster management, and military 
applications. Drones are used in agriculture to monitor, 
harvest, and apply pesticides and fertilizers [1]. An 
autonomous agricultural drone (quadrotor) was 
developed for aerial seeding and a web interface using IoT 
technology with a raspberry pi microcontroller. A low-
cost and open-source flight controller was used [2]. The 
real-time unmanned aerial vehicle monitoring system was 
developed using PHP/MySQL as the backend 
technologies on the website and Bootstrap, AJAX, JQuery 
for the frontend and to communicate with the Pixhawk 
and Raspberry Pi, Python was used.  To enhance the 
continuous flying time with load, proper weight 
calculations were done before it flies with the load. CAD 
software was used to design the drone from the top, 
bottom, right and left views with exact calculations [3]. 
The design calculations, along with thrust values, also 
calculated for payload.  

Keywords - Agriculture, Drone, IoT, Pixhawk, 
Raspberry Pi, RPA, UAV, Quadrotors 

Abbreviations: BEC (Battery Elimination Circuit); 
BLDC, Brushless Direct Current Motor; CAD, Computer-
Aided Design and drafting; ESC, Electronic Speed 
Controller; IoT, Internet of Things; RPA, Remotely Piloted 
Aircraft; UAV, Unmanned Aerial Vehicle. 

I. INTRODUCTION

UAVs or UAS and RPAs popularly known as drones. 
Normally these referred, as UAVs, are principally connected 
with the military, industry, and other specific activities, yet 
with ongoing improvements in the space of sensors and data 
innovation over the most recent twenty years the extent of 
drones has been augmented to different areas like Agriculture 
[4]. UAV will soon be an important applicable tool for 
conservation and revegetation practices. A drone can provide 
efficient and effective methods and low-cost and low-impact 
solutions to environmental managers working in a variety of 
ecosystems. Their agility, image quality, and logistic abilities 
make them become valuable tools. Cutting-edge drones are 
getting more astute by incorporating open-source innovation, 
intelligent sensors with better mixes of the most recent 
invention and more flight time [5]. These drones can have 
used for a vast range of applications. Here, some of them 
reported as forest-fire fighting, police surveillance and 
protection, environmental factors, such as radiation and 
infectious diseases, monitoring and control, search and rescue 
missions, ecological research studies, oil and gas industry 
security. In addition, mapping and surveying, weather 
monitoring, seismic and geothermal monitoring, to deliver 
medical supplies and products in times of critical demands 
across both accessible and inaccessible or dangerous 
locations. and other calamities the board applications [6]. 

Concerning the agricultural economic sector, replacing 
large and unwieldy aerial or land vehicles for UAVs in 
agricultural operations is now a reality. The use of UAVs in 
advanced agriculture meets Eco-innovation requirements 
helping to reduce the negative impact that agricultural 
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activity causes in ecosystems, in particular by reducing the 
use of fossil fuels and their replacement by electric energy 
that can be provided from renewable sources [7][8]. UAVs 
present greater operating flexibility, lower initial and 
operating investment costs, reduced size and increased 
profitability by reducing expenses related to the reduction of 
human resources since a single operator can control several 
simultaneous UAVs in a safe and comfortable way [9][10]. 

The drone has been applied in many agricultural 
operations such as the prediction of fungi appearing and 
movements weed mapping and control, application of 
fertilizers, insecticides, pesticides, fungicides spraying, or 
other spraying chemicals. This research intended to extend 
the application of drone technology in agriculture by 
proposing an autonomous drone for aerial seeding and 
customized web interface. The proposed drone consists with 
an on-board microcomputer to communicate with the flight 
controller and the web interface [11][12]. As compared to 
existing unmanned vehicles, this drone has the capability to 
real-time monitoring and analyze visually the data in a later 
time to understand the performance and the behavior on a 
web portal which could be accessed via a smartphone [13]. 

Fig. 1. Completed drone attached with the Raspberry Pi, seed dispenser and 
the transmitter. 

II. OBJECTIVES

Development of an autonomous drone with a seed 
dispenser to hold the seeds and drop the seeds accordingly. 
Also connecting the drone with a microcontroller such as 
raspberry pi to communicate with the internet and display 
analytics of the drone via a web portal with real-time drone 
path tracking.  

III. MATERIALS AND METHODS
The drone plays a significant role in the project, and the 

drone designed according to the X-frame type since the X-
frame type provides more balance. To align with the project's 
objective, the drone must have the ability to lift heavy 
weights and be portable and light (which are some attributes 
of X-frame type drones) [14]. This section describes the 
peripherals, application software, and seed dispenser unit 
used to conduct this project. Following Fig. 2. is the detailed 
CAD drawing of the drone with the seed dispenser.  

Fig. 2. Detailed drone with the seed dispenser 

A. Components selected for the drone

Four brushless motors (A2212/13T 1000Kv), four
electronic speed controllers (40A), four 10inch carbon fiber 
propellers with 45-degree pitch angle, Pixhawk flight 
controller with SE 100 GPS unit and 11.1V, 5500mAh 
Lithium polymer battery. Also, X-type drone frame, 
Raspberry pi 4, 4G dongle to provide the internet connection 
for the Raspberry Pi Microcontroller, one servo motor(5v) 
and one DC gear motor(5v), seeds dispenser unit, seed 
dispenser unit mounter [15]. 

B. Hardware Implementation

An aluminum bar used in order to minimize costs. In
addition, the landing gear been made with plastic that will be 
used to land the machine softly and spread the landing force 
over the body. In addition, there are two aluminum bars that 
were been linked together in the X-shape and on top of the 
bars in each corner, and a brushless motor was mounted. The 
middle part of the body contains all the payloads (ESC, 
Controller, RF receiver, battery and mobile device) [16][17]. 

C. The Drone Thrust Calculations

The total weight and the thrust calculations done to
make sure the user could have the drone under proper 
stability.  
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Table 1. Weights of the individual components. 

Drone part Weight 
Drone frame 200g 
5500mah battery 288g 
Flight controller 40g 
40A ESC (4 pcs) (38 * 40) 152g 
A2212 1000kv motor (4 
pcs) 

(64 * 4) 256g 

Seeds caring unit 200g 
Raspberry Pi 4 50g 
Other payload 100g 
Total 1286g 

When calculating the thrust of the drone, two times of 
the drone’s weight used to hover the drone in the air by half 
thrust, which enables the remaining thrust for stability and 
control movements of the drone.  [18]. Therefore, the 
calculation is for the thrust is as follows,  

𝑑𝑑 = 2 ∗ (𝑊𝑊𝑑𝑑 + 𝑊𝑊𝑝𝑝𝑅𝑅) (1) 

Where, (T) thrust, (Wd) weight of the drone, (Wpl) payload. 

𝑑𝑑𝑃𝑃𝑡𝑡𝑅𝑅𝑅𝑅 𝑡𝑡𝑃𝑃𝑡𝑡𝑃𝑃𝑡𝑡 = 𝑑𝑑 + [𝑑𝑑 ∗ 0.20] (2) 

According to the calculation, the required thrust is 
2572g to get it off the ground. An additional 20 % (514 
grams) added to that total to ensure that the drone could 
hover. After dividing the total thrust by the number of motors, 
the drone requires.  

 771.6g (3086.4/4 = 771.6) of thrust per motor. 

Drone weight                       = 1286g 

Double weight with seed dispenser = 2572g + 514g 

When dividing it into four motor        = 3086.4/4 

So, one motor trust                       =771.6g 

So A2212 1000kv motors with 1045 propellers and 40A 
ESC have been used for each motor [18]. 

(Each motor can carry 800g approximate weight, finally, able 
to get 800*4 = 3200g trust). 

D. Assembling

As the first step, the project developed by using a
designing tool (i.e., engineering drawing software). Then the 
box bar cut and assembled in the shape of “X” to create the 
drone frame. The speed controllers and the four motors nailed 
to the box bar to tighten the grip. After that, the flight 
controller and other related GPS units installed to the frame. 
After finishing the wiring works flight controller was 
programed and run pilot tests.[14]. In addition, the following 
Fig. 3. shows the assembled drone. 

Fig.3. Completed drone attached with the Raspberry Pi and the transmitter 

Fig. 4. Speed Dispenser 

According to the 3D design, the PVC foam board 
(5mm) cut to the relevant measures and chambers created to 
enter the seeds and display the level. The cutting sketch glued 
as a funnel shape according to the above Fig. 4. Then, the 
seed control mechanism was created using a servo motor and 
aluminum plate (2in*2in)[19].  The bottom part of the seed 
dispenser unit created to spread the seeds widely using a gear 
motor. Servomotor and gear motor connected to the flight 
controller and tested. To switch on the gear motor, a relay 
(transistor embedded) used. The seed dispenser unit attached 
to the drone (which also can be detached easily). Moreover, 
tested the flight with seeds. Then a stand placed under the 
drone to protect the seeds dispenser unit. A test run conducted 
to measure the seeds' flow rate prior to connecting the 
raspberry pi to the flight controller. 

E. Internet of things

To read the flight controller’s data, a raspberry pi
installed. Raspberry pi was linked to a website using the 
python programming language[10] [20]. The flight data 
history of the drone and the accuracy followed according to 
the given instructions checked through the website. Here for 
the data communication JSON API requests will be used and 
those data will be sent to the web site and once the web page 
captured the data, those data will be saved in the database and 
those data will be processed and later on, displayed on a web 
site [21]. 
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IV. Results

Fig. 5. Path tracking of the drone 

The above Fig. 5. displays a sample movements of the 
drone which is plotted over Google Maps using google APIs, 
which was live tracked when the drone flew to drop seeds. In 
addition, the following Fig. 6. is a dashboard that shows the 
summary of the paths that the drone been traveled. 

Fig. 6. Website Homepage with paths traveled history 

Fig. 7. Drone way point. (Drone planner) Location – University of 
Kelaniya, Ground. 

6.974836• Latitude -
• Longitude - 79.914406

Table 2. Waypoint table with longitude and latitude. 

Waypoint Flying 
altitude(ft.) 

Latitude Longitude 

H 2.992 0 0 
2-3 3.775 6.9747367 79.9144127 
3-4 2.551 6.974645 79.9145016 
4-5 3.225 6.9746356 79.9144886 
5-6 3.735 6.9747278 79.9143992 
6-7 3.756 6.9747385 79.9143959 
7-8 2.890 6.9746262 79.9144755 
8-9 3.560 6.9746168 79.9144624 

9-10 3.460 6.97471 79.914372 
10-11 2.450 6.9747011 79.9143584 
11-12 2.557 6.9746074 79.9144493 
12-13 3.330 6.974598 79.9144362 
13-14 3.775 6.9746922 79.9143448 
14-H 2.545 6.9746545 79.9145147 

Here the max altitude has been defined as 3ft, but when 
the drone actually flying there was a fluctuation been the real 
value such as around ± 25.83% altitude due to external factors 
and imbalance due the weight. Also focusing on reducing the 
altitude percentage and get closer to defined altitude. 

V. DISCUSSION
UAVs are flying robots. Even though initially intended 

for military use, they currently generally utilized in different 
areas, from sporting games and putting out fires. In this part, 
a utilization introduced of UAVs on Agricultural businesses. 
A significant sort of UAV been introduced. However, with its 
capacity to float on spot and take-off and landing vertical, the 
multi-rotor UAV may appear to be appropriate for 
agriculture. Its restricted flight time is a significant 
impediment. The half-and-half fixed-wing-motor-rotor may 
be a superior fit. An itemized understanding of the uses of 
UAVs in crop creation and animal cultivating likewise 
introduced. UAVs have the benefit of improving and are even 
more effective when contrasted with people.  

A few benefits of applying UAVs in Agriculture 
introduced, some of which incorporate restricted way 
requirements, efficiency, and reduced extensive labor. 
Nonetheless, there are various difficulties restricting UAVs, 
commonly the incorporated cost. UAVs that are appropriate 
for agriculture use are costly. Activity and support likewise 
include some significant downfalls. Thus, it is challenging to 
persuade ranchers and agriculture related parties to invest in 
UAVs for their business. One-time cost, battery 
impediments, security, and legitimate related issues are 
significant obstacles that should be scaled before UAVs can 
track down solid traction in agriculture. Following Fig. 8. 
shows a figure while the drone releases the seeds. 
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Fig. 8. Aerial Seeding through the drone

VI. CONCLUSION
A UAV designed to spray seeds on the agricultural 

fields safely. The UAV is a transportation platform that can 
carry materials from one place to another. Pixhawk selected 
to control the drone, and the thrust calculations done to 
understand the total weight the frame holds. Therefore, it can 
be helpful in enhancing the stability of the drone since the 
drone should be properly stable in order to have proper 
control over the drone. Moreover, Raspberry Pi micro 
controller incorporated in this study as it has an inbuilt Wi-Fi 
module and USB ports. As USB ports are available, it is easy 
to connect a dongle for a high-speed internet connection to 
communicate with the web portal. In addition, the Raspberry 
Pi has a better processing speed that is useful in this project. 
Thus, this study proves that the use of drone technology is far 
more efficient in speed spraying over human labor due to the 
variable - speed. Therefore, in conclusion it is evident that 
drone technology creates an effective platform for harvesting 
without damaging seeds and by maintaining proper records 
of seed spraying paths. 

VII. FUTURE SCOPE
In this project, a prototype of UAV designed to be use 

in the agricultural field. It is required to improve the flying 
time of the UAV while increasing the payload by considering 
the throttle percentage formerly it will be useful for larger 
agricultural areas.  

Also further studying about the aerodynamics in order 
to make a better body design and better propellers that will 
help to increase the flying time and make the drone fly under 
6-sigma accuracy level. In addition, more precisely, control
the drone via the website in real-time.
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Impact of ZnO NPs on In Vitro Germination and Growth 
Characteristics of Rice (Oryza sativa)

  

 

Abstract — A key feature of contemporary 
nanotechnology is the successful utilization of 
nanotechnological concepts in agriculture, for 
applications such as enhancement of the efficiency of crop 
production through improved seed germination & 
growth, smart fertilizers, smart pesticides etc. Effect of 
different nanoparticles (NPs) such as TiO2, Ag, Si, Au, Cu, 
Zn and ZnO on seed germination have been studied in 
literature for crops such as canola, mung beans, onions, 
fenugreek and watermelon. Current study focuses on 
investigating the impact of ZnO NPs on the seed 
germination and growth of rice (Oryza Sativa). ZnO is a 
non-toxic NP and has the potential to boost the yield and 
growth of food crops. According to literature, ZnO NPs 
have been used to enhance the seed germination in 
different plants such as mung beans, peanut and black 
gram. Herein, ZnO NPs were synthesized by a wet 
chemical method by mixing ethanolic solutions of NaOH 
and Zn (CH3COO)2·2H2O.The morphology of the 
synthesized ZnO NPs was studied using Scanning 
Electron Microscopy (SEM) and synthesized ZnO NPs 
exhibited a spherical shape with a diameter ranging from 
65 nm to 95 nm, with an average diameter of (73±2) nm. 
The impact of ZnO NPs on germination and growth of 
rice was studied under different NP concentrations (0-
2000 mg/L) for Sudu samba and traditional rice varieties, 
Suwandel and Madathawalu. Further, the growth 
characteristics were investigated by measuring the root 
length and the shoot length of rice seeds. A significant 
enhancement of seed germination was observed in all 
three rice varieties after treating with ZnO NPs. Sudu 
Samba seeds showed a 7.3 % enhancement of seed 
germination (at 500 mg/L ZnO) while Suwandel and 
Madathawalu showed an enhancement of 20 % and 17% 
respectively. This can be attributed to the ability of ZnO 
NPs to penetrate through the cell wall and release 
targeting genes to specific cellular organelles to boost the 
cell division. As Zinc is an enzymatic component, it has 
the ability to influence secretion of indole acetic acid 
(IAA) which important to regulate plant growth and 
when the level of IAA is increased, it causes an effective 
response in seed germination. Interestingly, no significant 

difference in root length and shoot length was observed 
for Madathawalu while, a negative effect was observed 
for Sudu samba and Suwandel at 7 days. Further 
investigations with varying ZnO concentrations and other 
types of traditional Sri Lankan rice varieties are 
currently ongoing to gain more insight into the 
phenomena observed above. 

Keywords — Zinc oxide nanoparticles, germination, 
seedling growth, traditional rice 

I. INTRODUCTION
Nanotechnology is an interdisciplinary research area that 

deals with the atomic and molecular scale of materials 
between 1 and 100nm scale. Owing to the unique properties 
of materials at nanoscale, its utilization has been researched in 
almost every field [1]. In agriculture, concepts of 
nanotechnology has successfully been utilized for applications 
such as enhancement of the efficiency of crop production 
through improved seed germination & growth, smart 
fertilizers, smart pesticides, nanosensors and nanobionics  [2].  
Several germination  studies have been conducted in literature 
using nanoparticles (NPs) such as TiO2, Ag, Si, Au, Cu, Zn 
and ZnO to enhance seed germination and crop growth [2]. 
For example, TiO2 NPs have been experimented on canola and 
broad beans, Ag NPs have been experimented on fenugreek, 
watermelon and jasmine rice, whereas Si NPs have been 
experimented on sunflower.  Further, Mg(OH)2 NPs have been 
tested on corn and ZnO NPs have been experimented on 
peanuts and mung beans [3]-[4]. According to these studies, 
an increase in germination up to 75% has been observed when 
canola seeds (Brassica napus) were embedded with TiO2 NPs 
(2000 mg/L). Additionally, the incorporation of  TiO2 NPs has 
also resulted in larger radicle and plumule growth of canola 
seedling at 1200 mg L-1, 1500 mg L-1  [5]. Furthermore, an 
enhancement of germination and root lengths have been 
observed  in TiO2 treated broad bean (Vicia faba) seeds 
compared to the controlled seed  [3]. Silver NPs on fenugreek 
(Trigonella foenum-graecum) has shown an enhanced 
germination percentage, where the highest germination (of 
78% ) has been observed at a AgNP concentration of 20μg 
mL-1 [6]. Acharya etal have investigated the seed germination, 
growth and yield of triploid and diploid watermelon (Citrullus 
lanatus) using AgNP, AgNO3 and TNE (Turmeric Oil 
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Emulsion) and  higher germination rates,  lower mean 
germination times and higher final emergence percentages 
have been reported after treating with NPs [7]. Further, 
Jasmine rice (Oryza sativa) treated with Ag NPs have 
exhibited significantly higher germination percentages, vigor 
index and lengths of roots, shoots and seedling biomass 
compared to AgNO3 primed seeds, while sunflower 
(Helianthus annuus) treated with Si NPs (0.2 and 0.4 mM) 
have shown a substantial reduction in days to 50% 
germination, mean germination time, improved root length, 
mean daily germination, seedling vigour index and final 
germination percentage [8], [9]. Also, corn ( Zea mays) treated 
with Mg(OH)2 NPs have shown enhanced seed germination 
(100%) and seedling growth at 500 ppm [10], whereas tomato 
(Solanum lycopersicum) seeds treated with Ag NPs have 
shown significantly high germination rates and seedling 
growth compared to untreated seeds [11]. Interestingly, these 
seeds have shown significant improvement in germination at 
only a specific concentration. At higher or lower 
concentrations apart from that concentration had caused 
different negative impacts on the seed germination, further 
growth and crop yield as well [6]. For example, Hojjat etal 
have reported  a  negative effect of  Ag NPs on the germination 
of fenugreek at higher concentrations [6], [10]. Therefore, 
maintaining the effective and optimum concentration levels is 
enormously important for better results and maintaining the 
ecological balance.  

Zinc Oxide NPs can be named as one of the most widely 
used NPs in the current context, owing to their antimicrobial, 
antifungal, optical and electrical properties. More importantly, 
ZnO NPs have the potential to boost the yield and the growth 
of food crops [9].  For example, N.Jayarambabu etal, have 
reported a higher degree of germination (of 84.75%) of mung 
beans (Vigna radiata) in the presence of ZnO NPs, with an 
increase in the root length by 29.2%, shoot length by 9.36% 
and seedling length by 2.51 % at 125 ppm of ZnO NPs [12]. 
Further, T.N.V.K.V Prasad etal have reported a 100% seed 
germination on peanut, while  K.Raja etal have observedma 4 
% increase of seed germination, 16.3 % increase in  root 
length, 18.1 % increase in shoot length and 25.2 % increase in 
seedling vigor, over control in black gram (Vigna mungo) 
when treated with  ZnO nanoparticles at 1100 mg kg-1 [4] [13]. 

II. OBJECTIVES 

The objective of the current study is to investigate the 
effects of ZnO NPs on the process of in vitro seed germination 
and seedling growth of rice (Oryza sativa), specifically 
focusing on traditional rice varieties such as Suwandel, 
Madathawalu, Kalu heenati and Pachchaperumal, which are 
considered to be rich in nutrients such as proteins, minerals 
and antioxidants, compared to other varieties.  

III. METHODOLOGY
A. Materials

Zinc acetate dehydrate [Zn (CH3COO)2.2H2O]
(Molecular Weight 219.50 g.mol-1, Minimum Assay 99.5%, 
Sisco Research Laboratories Pvt Ltd, India), sodium 
hydroxide (NaOH) (Molecular weight 40 g.mol-1, Minimum 
Assay 97%, S D Fine-Chem Limited, India) and methanol 

(CH3OH) (Sigma Aldrich, USA) were used to synthesis the 
ZnO NPs from the wet chemical method. Seeds of rice (Oryza 
sativa), Sudu samba, Suwandel, Madathawalu were gathered 
from local farmers. 

B. Synthesis of ZnO NPs
The synthesis was adapted from “Germination and

Growth Characteristics of Mung-bean Seeds (Vigna radiata 
L.) affected by Synthesized Zinc Oxide Nanoparticles [12]. 
ZnO NPs were synthesis as stated in literature via a chemical 
method. 0.1M zinc acetate was dissolved in methanol and 
stirred for 30 minutes at 500C. 0.2M sodium hydroxide was 
dissolved in methanol with stirring and it was scaled up to 1:2 
by adding 100ml methanol. Sodium hydroxide was added 
drop wise to the zinc acetate solution that was kept at 500C. 
During the addition of sodium hydroxide solution, 50ml 
methanol was added to zinc acetate solution to prevent 
methanol evaporation, followed by another 50 ml at the end. 
A white milky solution was obtained and stirring continued 
for 80 minutes at 500C. The solution was aged for 17 hrs at 
270 C temperature. After that the solution was centrifuged for 
10 minutes for volume reduction. The volume reduction 
solution was washed three times using centrifuge. The sample 
was then placed in oven at 700C for 90 minutes. The observed 
white powder was collected to a ceramic crucible. The 
crucible was placed in a muffle furnace and heat treated at 
4000C for 2 hours. Finally, the powder was grinded using 
mortar and pestle. 

C. Characterization of ZnO NPs
The characterization of the ZnO NPs, presented herein,

was performed at an accredited research institute, Sri Lanka 
Institute of Nanotechnology at Homagama, Sri Lanka. The 
morphology of particles was determined using Scanning 
Electron Microscopy (SEM) (Hitachi SU6600 Scanning 
Electron Microscope, Europe). 

D. Seed Preparation
The seeds were first checked for their viability by

suspending them in distilled water. The seeds which are 
settled to the bottom were selected for further study. For in 
vitro cultures 50 seeds were tested for each sample. The seeds 
were soaked under different NP concentrations (0 – 1000 
mgL-1). The control (0 mgL-1) seeds were treated with 10 mL 
distilled water. The seeds were kept in the prepared medium 
for two days and then kept on a wetted paper towel for a day. 
Sudu samba and traditional rice varieties, Suwandel and 
Madathawalu seeds were experimented in the research. 

E. Seed Germination Test
The seed germination rate {SGR- Equation (1)}, relative

root growth {RRG - Equation (2)} and germination index {GI 
- Equation (3)} were calculated using the following equation
[12].

Seed Germination Rate     SGR = SS
SC

 × 100%          (1) 

Relative Root Growth       RRG = RS
RC

× 100%          (2) 

Germination Index  GI = SGR
RRG

× 100%       (3) 
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Where SS is the number of seed germinated in ZnO NPs 
sample, SC is number of seed germinated in control, RS is 
the average root length in ZnO NPs sample and RC is average 
root length in control. 

F. Root Length and Shoot Length
Root length was taken from the seminal root of the seed.

Shoot length was measured from the beginning of the 
mesocotyl to the end of the second leaf. The root and shoot 
length were measured with the help of a thread and scale. 

IV. RESULTS AND DISCUSSION

A. Characterization of ZnO NPs
Morphology of the synthesized ZnO NPs was studied

using Scanning Electron Microscope (SEM) images (Fig. 1). 
According to the SEM analysis, synthesized ZnO NPs 
exhibited a spherical shaped with a diameter ranged from 65 
nm to 95 nm, with an average diameter of (73±2) nm. 

Fig. 1. Scanning electron microscopy (SEM) images of zinc oxide 
nanoparticles (ZnO NPs) at different scales of 500 nm, 2µm from left to right 

B. Seed Germination
Table 1 summarizes the seed germination percentages of

ZnO NPs embedded Sudu samba, Suwandel and 
Madathawalu. As can be seen in Table 1 a significant 
enhancement in percent germination was observed in ZnO 
NPs treated samples compared to the control, at lower 
concentrations. For Sudu samba, the highest germination was 
observed at 500 mg/L, which was 88 %. This was an 
enhancement of 7.3% compared to the control which showed 
germination percentage of 82%.  Interestingly, seeds treated 
with 1000 mgL-1 ZnO NPs showed the least germination, and 
it was even lower than the control. A similar behavior was 
observed with Suwandel where the sample treated with 200 
mgL-1 ZnO NPs showed the highest germination of 96%, 
while the control showed a seed germination percentage of 
70 (Fig. 2). The seeds which were treated with 1000 mgL-1 
and 2000 mgL-1 ZnO NPs showed the least germination and 
the seeds treated with 500 mg/L exhibited a germination 
percentage of 84 %. Overall, the dynamics of seed 
germination were most intensive in the media with ZnO NPs 
at concentration of 200 mg/L.  Further, Madathawalu showed 
the highest germination of 14% at the 500 mgL−1 ZnO NPs 
while the control showed 12%. And this was a 17 % 
enhancement in the percent germination. Overall form these 
preliminary data, it can be stated that the elements of seed 
germination have generally escalated in the media with ZnO 
NPs at the convergence of difference concentration of ZnO 
NPs.  

Table 1. . Seed germination percentage of different seeds types on different 
concentration of ZnO NPs at second day 

Seed Type ZnO NPs 
Concentration 
(mgL-1) 

Germination 
Percentage at 2nd 

day 
Sudu samba 0 82 % 

500 88 % 
1000 78% 

Suwandel 0 70 % 
200 96 % 
500 84 % 
1000 60 % 
2000 66 % 

 Madathawalu 0 12 % 
500 14 % 

Fig. 2. Suwandel germination on 200 mgL-1 ZnO NPs at Day 2  

C. Seedling Growth
The seedling growth was observed for a period of 7 days.

As can be seen in Table 2 and 3 the control has exhibited the 
highest root length and shoot length in Sudu samba and 
Suwandel.  Interestingly, no significant difference in root length 
and shoot length was observed for Madathawalu while, the above-
mentioned negative effect was observed for Sudu samba and 
Suwandel at 7 days. 

Table 2. Seedling growth characteristics of Sudu samba within 7 days 

Concentr
ation 

(mgL-1) 

Germina
tion 

Percenta
ge (%) 

Root 
Length(

mm) 

Shoot 
Length(

mm) 

Relat
ive 

Root 
Grow

th 

Germina
tion 

Index 

0 92 12.1 ± 
5.0 

30.7±10.
9 

100.0 92.0 

500 90 6.1 ± 2.3 29.8 ± 
7.4 

50.3 179.0 

1000 84 7.4 ± 2.6 28.5±10.
9 

61.2 137.3 
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Table 3. Seedling growth characteristics of Suwandel within 7 days 

Concentr
ation 
(mgL-1)

Germina
tion 
Percenta
ge (%)

Root 
Length(
mm)

Shoot 
Length(
mm)

Relat
ive 
Root 
Grow
th

Germina
tion 
Index

0 96 17.7 ± 
8.6 

38.9 ± 
9.8 

100.0 96.0 

200 98 15.3 ± 
6.7 

37.0±10.
4 

86.7 113.1 

500 100 10.3 ± 
4.8 

33.7±11.
9 

58.2 171.7 

1000 96 10.9 ± 
4.3 

36.0± 9.7 61.7 155.5 

2000 96 10.8 ± 
4.1 

35.0±11.
2 

61.0 157.3 

Herein, a significantly positive impact on early seed 
germination was observed when rice seeds were treated with 
ZnO NPs. Interestingly, different concentrations of ZnO NPs 
have affected on different seeds types in different ways. The 
experiment results showed that ZnO NPs can be used to 
enhance the seed germination and early seedling growth of 
rice seeds. However, it is crucial to find the optimum 
concentration of ZnO NPs for individual rice varieties as there 
can be side effects on the growth of the seeds at higher 
concentration. 

This observation of enhanced germination in the presence 
of ZnO NPs can be attributed to their ability to pass through 
the cell wall and release targeting genes to specific cellular 
organelles. Furthermore, NPs have the ability to stimulate or 
inhibit of seed germination or seedling growth, activation of 
genes involved in metabolism and induction of 
photosynthesis or reactive oxygen species. Specifically, ZnO 
NP has the potential to pass through the cell wall and release 
targeting genes to specific cellular organelles, enhance the 
cell division while zinc is an enzymatic component 
influencing the secretion indole acetic acid (IAA) which is a 
phytohormone(auxin) which significantly regulates plant 
growth. By increasing the level of IAA, zinc gives a positive 
response in seed germination.[1], [14]-[15]. Moreover, the 
early seed germination and seedling growth might have 
happened due to the water uptake by the ZnO NPs treated 
seeds and also it caused to reduce the adverse effects of heat, 
drought and salt stresses [1]. Additionally, the antifungal and 
antibacterial action of ZnO NPs can also be useful herein to 
control the spread of infections by a variety of plant 
pathogens and thereby enhancing the crop productivity.    

Fig. 3. Abnormal seed germination due to the high concentration of ZnO 
NPs 

Interestingly, at higher concentrations of ZnO NPs, some 
negative effects such as slow germination rate, lower seedling 
growth such as root growth, shoot growth and distorted root 
growth were observed (Fig.3). For example, Suwandel 
showed only a 66% of seed germination at 2000 mg/L while 
200 mgL−1 sample showed a 96% germination, whereas the 
control seeds showed 70% seed germination. According to 
literature, similar phenomena have been observed where 
different types of NPs have shown positive impacts on the 
seed germination of crops such as fenukgreek (Trigonella 
foenum-graecum), sunflower (Helianthus annuus), corn (Zea 
mays), watermelon (Citrullus lanatus), peanut (Arachis 
hypogaea), jasmine rice (Oryza sativa) and chickpea (Cicer 
arietinum) at lower concentrations.  For example, S. S. Hojjat 
etal have shown that Ag NPs enhance the germination and 
seedling growth of fenugreek by 78 % at 20μg mL-1 
concentration. However, at higher concentrations, Ag NPs 
have shown adverse effects. The higher concentrations of 
AgNPs (>20μg mL-1) strongly inhibited both the shoot and 
root growth (especially as moisture weight), with a more 
marked inhibition of the shoot growth than the root 
growth[6]. Also, M. Sedghi etal have observed slightly 
adverse effects such as reduction in the residual fresh and dry 
weight (respectively 0.36g and 0.090g) at 1g.L-1 with 
soybean (Glycine max) compared to the control as a 
consequence of increasing the concentration of ZnO NPs 
[16]. 

V. CONCLUSION
In this study, ZnO NPs were synthesized via a wet 

chemical method and the impact of ZnO NPs on the 
germination and the growth of rice (Oryza sativa) was studied 
using different types of rice samples including traditional Sri 
Lankan rice spices such as Suwandel and Madathawalu. 
Synthesized ZnO NPs were characterized by Scanning 
Electron Microscope to determine the morphology and the 
size. And ZnO NPs were found to be spheres with a diameter 
in the range of 65nm to 95 nm. According to the results, the 
application of ZnO NPs had significantly enhanced the seed 
germination of rice where Sudu Samba seeds showed a 7.3 % 
enhancement of seed germination (at 500 mg/L ZnO) while 
Suwandel and Madathawalu showed an enhancement of 20 % 
and 17% respectively. This can be attributed to enhanced cell 
division supported by ZnO NPs, a critical nutrient in the cell 
division and growth in plants. Further,  according to 
preliminary data, it was also observed that lower 
concentration of ZnO NPs leads to best germination 
percentage. Sudu samba seeds treated with 500 mgL-1 showed 
88% germination while seeds treated with 1000 mg/L resulted 
a germination percentage of 78 % at the second day. Suwandel 
seeds treated with 200 mgL-1 showed 96% germination and at 
concentrations above 500 mg/L, percentages of germination 
were below 70 %, which was the germination percentage of 
the control at second day. According to preliminary data, it 
can be concluded that ZnO NPs have exhibited a positive 
impact on the in vitro germination of Rice (Oryza sativa) for 
Sudu samba, Suwandel and Madathawalu. However, it is 
significantly important to focus on the optimum and effective 
concentration of ZnO NPs for   higher seed germination, as 
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well as for early plant growth which is essential in achieving 
higher crop productivity. 
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Abstract — The sudden and unplanned shift from 
traditional face-to-face instruction to online modes due to 
the unprecedented increase in COVID-19 patients 
resulted in many challenges faced by both teachers and 
students. This situation became even more compounded 
for educational institutions that offered courses in 
performing arts subjects since these subjects demand the 
tangible presence of the teachers and students in a single 
physical environment. The primary purpose of this 
research was to find out whether educators teaching these 
subjects had a positive or negative attitude toward the use 
of a learning management system in a Sri Lankan 
University that offers degrees’ programs in performing 
arts. The descriptive research design was adopted for this 
purpose, and data were gathered using a survey-type 
online questionnaire from a sample of academic staff from 
the University. Firstly, the survey intended to find out the 
respondents' attitudes towards using an LMS in general. 
Secondly, it considered how effective such a system is 
concerning teaching practical-oriented subjects such as 
dance and drama. Although the teachers had positive 
perceptions regarding the effectiveness of using an LMS 
during emergency remote teaching, they appeared to be 
uncertain whether it was an effective tool for teaching 
performing arts subjects. In addition, the findings 
indicate the need for the teachers to be provided with 
further training on using an LMS for teaching practical-
oriented subjects. According to the findings of this study, 
there is a clear indication that an LMS has limitations 
when it comes to teaching subjects that demand the 
physical presence of teachers and students.  A mechanized 
system cannot fully accommodate tangible interactions 
that are required for the development of practical 
knowledge of these subjects at the undergraduate level. 

Keywords — emergency remote teaching, online 
learning, learning management system, performing arts 

I. INTRODUCTION
A Learning Management System (LMS) or e-learning 

platform is a software system that includes a range of services 
to assist teachers with the management of their courses [1]. 
Technologies that facilitate the provision of courses over long 
distances are broadly termed "learning management systems" 
or "LMSs." According to Turnbull et al., LMSs are defined as 
web-based software platforms that provide an interactive 
online learning environment and automate the administration, 
organization, delivery, and reporting of educational content 
and learner outcomes [2]. Ortega & Arcos, defines them as " 
a computing device that groups several tools and ensures the 
educational lines across dedicated platforms to the ODL 
(open and distance learning). All conduits are preserved and 
expanded for the learner, tutor, coordinator and administrator 
within the e-learning platform" [3]. Given the above 
explanations of what an LMS is, there is a need also to 
understand that the system is not an all-inclusive, well-packed 
replacement to formal education even in crises such as the 
Covid-19 pandemic that prevented students physical access 
to their educational institutions. 

As a result of the Covid19 pandemic, Universities have 
been forced to remove/limit physical access to students. As a 
result, University teachers were compelled to learn to use 
LMSs such as Moodle as well as online video conferencing 
tools such as Zoom. This was the mandate given by the Sri 
Lankan education authorities and the University 
administration to continue teaching using distance education 
methods such as synchronous and asynchronous teaching. 
Only a short time period was provided for adjusting to this 
new paradigm of teaching. Therefore, teachers have felt 
challenged by this 'new normal' system of education. 
However, they appear to make every attempt to adopt and 
instruct their students to the best of their capabilities given the 
unwarranted conditions of the pandemic. 

Under these circumstances, performing arts teachers were 
introduced to teaching University-level performing arts 
courses in subject areas subjects such as dance, music, 
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theatre, and drama, which are heavily dependent on face-to-
face teaching of complex practical aspects related to these 
subjects. Therefore, a for performing arts educators to adjust 
their teaching practices to suit a digitalized teaching 
environment is a challenge. The main questions that these 
teachers have repeatedly asked but found no comprehensive 
answer to is "How can one teach dancing, singing, playing 
instruments and acting, all of which essentially require one-
on-one teaching and learning including human-to-human 
observation and whole-body involvement, be taught through 
the third-hand mediation of a screen?” Teaching online 
entails technical issues such as connection disruptions, 
unavailability of devices, lack of signals as well as practical 
issues such as not being able to see or hear the students, or 
check for the aptness of pitch, tune, movement or gesture. 
These are next to impossible to achieve with the limited range 
of the camera angle of a computer or a smartphone. Such 
concerns expressed by dance, music and drama teachers are 
investigated in this study. 

II. OBJECTIVES
Three primary objectives of this research are as follows: 

1. To find out what kind of attitude performing arts teachers
had towards the use of their University LMS for teaching
purposes in general.

2. To discover how receptive these faculty members were
to the possibility of teaching performing arts students’
subjects such as dance, music, theatre and drama using
the digitalized environment of an LMS.

3. To determine whether these teachers were willing and
motivated to obtain further training on effectively using
the LMS.

III. METHODOLOGY

According to Brotherton [4], descriptive research 
describes what is known about an issue/context but with 
increased accuracy and precision. The survey was designed 
using the quantitative method of inquiry which was adopted 
to gather numerical data for analysis purposes. The survey 
was a standardized online questionnaire that used a five-point 
Likert scale to calculate mean scores for individual 
statements. Subsequently, mean scores for measuring the 
attitudes of the performing arts teaching staff were generated. 
The survey consists of three parts. First, the respondents’ 
response towards the use of the University LMS for teaching 
purposes in general; secondly, their receptiveness to its use 
for teaching performing arts subjects; and finally, their 
motivation for using it were statistically measured. The 
survey indicated to what extent the respondents agreed or 
disagreed with a particular statement developed concerning 
the initial research questions that led to the study. 

The purposive sampling method, which is a non-
probability sampling technique, was selected as the sampling 
technique. This gave ease of access to the sample population 

and allowed her the flexibility of approaching study subjects 
without any undue constraints. Moreover, because the sample 
size was small, using a random sampling technique would 
have limited the number of research participants when 
gathering data. Although the total sample size was limited to 
48 University teachers in performing arts, given the narrowed 
scope of the study, the findings can be considered as 
reasonably representative of others engaged in the same 
profession within the same context. To cross-validate the 
results, opinions were elicited from the participants with their 
perceptions of using the University LMS for teaching 
purposes stop. 

The University in which the study was conducted was 
purposively selected to represent the Universities where 
performing arts subjects are taught. The selected University 
is the only one of its kind in Sri Lanka which is exclusively 
devoted to teaching performing arts subjects at undergraduate 
and postgraduate level. The lecturers and instructors who are 
teaching the undergraduate level performing arts degree 
courses were approached to collect the required data. 

To collect data, the survey was developed in a digital 
format using a Google form. Subsequently, the link to the data 
collection instrument was shared among the staff members 
using WhatsApp and personal email addresses. This type of 
data collection instrument was regarded as the most 
appropriate since it provided the best form of inquiry, it was 
cost-effective as well as time effective, and precise. 
Moreover, the auto-tabulated facility provided when using 
Google forms facilitated accurate analysis with minimal room 
for human error during data entry as well as when the data 
were mechanically stored and tabulated. 

The online administered, self-report questionnaire 
involved a series of statements on a 5-point likert scale 
whereby respondents can select their level of agreement to 
each assertion presented. Here, number 1 stood for "strongly 
disagree" and 5 stood for “strong agreement”. The first 27 
items in the questionnaire were in the form of statements for 
which the respondents selected their preferred choice from 
the 5-point Likert scale. The final item (28) was an open-
ended question which was expected to gather secondary data 
in order to identify any themes that emerged about the faculty 
members' candid responses to the question: "Please explain 
why you think using the University LMS is 
effective/ineffective for teaching performing arts subjects to 
undergraduates”. 

The data were mechanically calculated for each statement 
to measure the level of agreement. The findings appeared in 
the form of a report that included representations of the 
tabulated data through the mode of pie charts. In addition, the 
data were transported into an Excel file for further analysis. 
Since the study mainly intended to describe the attitude of the 
teachers towards the use of a LMS, mean scores were 
generated for each statement. Consequently, the responses 
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given to the open-ended question were analyzed by placing 
each response as under a theme that matches it. 

IV. RESULTS AND DISCUSSION 
The survey was categorized according to three sub-

themes: 

A. Faculty members' need for LMS training 
B. Faculty members' attitude towards the use of the

LMS for teaching and learning processes in general. 
C. Faculty members' attitude towards the use of the 

LMS for teaching and learning performing arts
subjects through the use of this system. 

Therefore, the findings and discussion are presented 
under each category. 

A. Faculty members' need for LMS training

There were four statements that aimed to capture the 
respondents' requirement for further training on how 
effectively they can use the LMS for teaching purposes. The 
overall average score for the responses given to the 
statements indicated high levels of agreement for the need to 
obtain more LMS training with an average mean score of 
4.02. Out of the relevant statements, a significantly high mean 
score was received (M = 4.3) for the statement "I’d like to get 
more training on how to use Learning Management System 
(LMS)”. 

Given the above findings, it becomes evident that despite the 
various training programs that the teacher has already been 
exposed to, they feel the need further training on how best to 
use the LMS. Also, this brings us to the understanding that 
they are yet to feel convinced that they are competent users 
of this system, and this call for help has to be considered 
seriously and as an urgency by the relevant authorities. 
Suppose the teachers are of the understanding that they 
require further training on using the LMS. In that case, this 
may be one main obstacle that gets in the way of them at least 
attempting to try to use it for teaching in this case performing 
arts subjects. Based on the open-ended inquiry, most of these 
teachers have stated that they have a basic understanding of 
the system but that it does not empower them to effectively 
teach practically-oriented subjects through it. 

As such, trainers have to keep in mind that merely 
teaching the functions of the LMS will not suffice under these 
circumstances but rather that there should be a specific focus 
on how best to use the LMS for teaching practical subjects 
and what effective strategies can be utilized to mitigate issues 
that may arise. There are also various free and open source 
resources that the teachers can refer to update themselves on 
using information communication technologies for teaching 
and learning purposes. For example, the online open-source 
resource portal titled “Teaching in the context of COVID-19” 
describes general aspects of online education, as well as 

provides tailored resources, activities and assignments, and 
practical tips for educators. 

B. Faculty members’ attitude toward the use of the
LMS for teaching and learning processes in general.

An average score of 3.5, out of a total score of 5, was 
received when measuring the academics’ expression of the 
agreement for using this type of mechanized system for 
pedagogical intent. The finding indicates positive agreement 
in terms of using the LMS for teaching any subject using this 
system with the highest mean scores gained for the assertions: 
“The LMS helps to send information to students quickly” 
(M=4.08), “The LMS helps teachers to organize their courses 
well” (M=3.79) and “I feel that the use of LMS develops the 
teaching process systematically” (M=3.79). Strong levels of 
agreement with the above statements testify the respondents’ 
awareness of the main functions of an LMS, which is to 
organize courses systematically and to transfer information 
and educational material to students rapidly and with 
minimum hassle. 

From this category, the least score of 2.87 was given to 
the notion that the LMS reduces the role of the teacher in the 
classroom and increases the role of the student. This moderate 
level of acceptance indicates that almost half of the sample 
did not feel as threatened by the presence of this technology 
as was expected. Of course, the fact that they did not disagree 
with the statement indicates that more than half the 
respondents acknowledge the above view, which means that 
they feel that teachers are gradually becoming redundant as a 
result of this system’s recognizably rapid use in education. 

Reassurance that an LMS is merely a carrier of information 
that cannot be sustained without the presence and mediation 
of educators has to be reminded constantly to teachers. It is 
recommended that the training given to the staff should 
include mostly attitudinal altering workshops that assists 
teachers to realize the benefits of an LMS instead of 
perceiving it as a potential threat to their careers as teachers. 
The findings demonstrate the misconception that a substantial 
number of educators believe that a digitized system can 
actually supersede the human presence of a teacher. This 
notion has to be demystified if the use of the LMS is to be 
perceived in an endorsing manner. 

On the whole, though, we can note that as academic 
intellectuals who have been selected to teach University-level 
courses, these teachers are now considerably more aware of 
the benefits that an LMS has to offer to them as teachers and 
their students as active learners. Due to its apparent ability to 
grant autonomy to both these stakeholders, as well as the 
inevitable need to use an LMS under the present context, the 
participants of this study have a largely exhibited a positive 
attitude toward the adaptation of a LMS such as Moodle. 
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C. Faculty members’ attitude toward the use of the 
LMS for teaching and learning the performing arts
subjects through the use of this system.

Despite the presence of relatively high agreement levels 
to the use of the LMS for teaching and learning as a whole, 
the responses given to the statements capturing the faculty 
members’ perceptions in relation to the use of it for teaching 
performing arts subjects is considerably lower. The total 
mean score obtained for this particular category of the survey 
is 2.87. Thus, it falls under the scale “neither agree nor 
disagree”. This  
particular finding effectively captures the dilemma faced by 
the performing arts teachers as they try to grapple with the 
new reality of the changes happening in the system of 
education as a result Covid 19 pandemic.   

Fig. 1. Responses of the respondents regarding the use of the LMS 
to generate more positive changes in performing arts undergraduate 
courses chart. 

Note: 1 is for “strongly disagree” and 5 is for “strongly agree”) 

Figure 1 exemplifies the fact that the majority of the study 
sample are sensing that the presence of an LMS can lead to 
more positive than negative changes in the performing arts 
courses. However, about 30% of the respondents disagree 
with this claim. The lowest mean score received under this 
category was to the statement; “The LMS increases flexibility 
in teaching performing arts subjects” (M=2.54), and this was 
followed by the statement “Using blended learning, including 
face to face instruction and the LMS, will offer better results 
than normal teaching practices in performing arts education” 
(M=2.6). When considering the range attributed to the mean 
score we can note the teacher’s disagreement with the 
statement. 

This can be noted in the figure below, which also indicates 
mainly an uncertain attitude from the respondents concerning 
how useful the LMS is for teaching performing arts subjects.  

Fig. 2. Respondents level of agreement as to whether the LMS is 
useful for teaching performing arts subjects to undergraduates 

It does not come as a surprise that the teachers have a 
negative attitude towards the LMS about its inability to be 
flexible enough to be adopted for teaching performing arts 
subjects.  However, what is an even more noteworthy finding 
is that the majority of the sample are also hesitant in 
recommending the use of the blended mode of education for 
teaching these types of subjects. Given that these faculty 
members appear to be aware of the multiple benefits of an 
LMS, their resistance to offering performing arts degree 
courses using a blended mode comes as an surprise finding. 
This is because in spite of the restrictions that are present in 
this computerized system, using the blended mode seems to 
be possibly the most rational option.  

The majority of the teachers (M=3.6) endorse the fact that 
the use of the LMS can, in fact, bring about more positive 
than negative changes when teaching these types of 
practically-oriented subjects. It means that although skeptical 
concerning the use of ICTs for teaching performing arts 
courses at the undergraduate level, teachers seem to be 
hopeful and optimistic about the potential benefits of an LMS 
for teaching these subjects to a certain extent. 

V. CONCLUSION

The present study's key finding is that, performing arts 
teachers in the University continue to request further training 
in using the LMS. Based on the levels of agreement given to 
the various assertions presented in the survey, the performing 
arts University teachers appear to be already aware of the 
benefits of an LMS; nevertheless, they want to gain more 
knowledge of how this system can accommodate the teaching 
and learning of practical subjects that invariably require a 
human touch. Also, the other key finding is the negative 
attitude and perceptions towards blended learning and its use 
for teaching practically-oriented subjects. This highlight the 
necessity for LMS training that does not merely look at the 
technical aspects of the system but also provide coaching in 
relation to its wider implications, benefits and how it can be 
effectively used for blended teaching of performing arts 
subjects. 

Based on the findings, it is realized that when it comes to 
practical subjects such as dance, drama and music, teachers 
face many challenges due to the incapacity of the LMS to 
facilitate human interaction. This is required for developing 
the practical knowledge of these subjects at the undergraduate 
level. As such, performing arts educators should be conscious 
of the fact that teaching performing arts using the LMS can 
be a feasible option until circumstances dictate otherwise. 
Hence, as with any other pedagogical approach we select, we 
must focus on the learning objectives of our performing arts 
courses and use technologies to mediate our delivery by 
utilizing it both creatively and intelligently. 

 Given the inevitability of the change in pedagogy due to 
the emergence of the Covid-19 pandemic, which is beyond 
human control, the way forward appears to be to overcome 
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the obstacles and cultivate a sense of resilience through 
training and attitudinal change in teachers. This will enable 
them to move forward despite the volatile environment in 
which both students and teachers are placed during the 
pandemic. Given that the study population is not simply a 
group of teachers, as they are professional artists, we can 
argue that their capacity for being resilient, creative, 
adaptable, and flexible can help them surmount the obstacles 
of online education to a large extent. 
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Abstract—A disaster or crisis can be stated as a serious 
disruption occurring for a certain period of time, which 
could cause loss of human lives, properties, and disrupt 
the day-to-day life of people. Managing such situations is 
always a challenge due to various reasons. Especially, 
allocating and providing resources to manage disaster 
situations to restore the normal life of people is the main 
challenge in a disaster situation. Having a proper 
mechanism for resource allocation could save thousands 
of human lives as well as properties. Modern smart 
technologies play a vital role in designing and developing 
solutions for efficient and effective resource allocation 
mechanisms. For example, the COVID-19 pandemic has 
forced people to work from home using digital platforms. 
Those digital platforms have been able to support people 
to do their routine work while maintaining social 
distancing which minimizes the spread of Covid-19.   On 
the other hand, those digital platforms provide an easy 
and fast way for healthcare officials to reach infected 
patients to provide necessary treatments and care. 
Present research critically reviews the past research on 
managing resources in health crises particularly falls 
under pandemics and epidemics.  

Keywords—resource allocation systems, health crises 

I. INTRODUCTION

Natural and man-made disasters commonly and 
frequently happen around the globe. Such disasters always 
pose threats to human life. For example, past disasters have 
claimed thousands of human lives and properties. In addition, 
the destruction they have caused to the environment is hard 
to recover. Especially, health disasters such as epidemics and 
pandemics could cause serious damages that negatively 
impacts human lives and the economies. For example, 
Cholera is responsible for 120-400 thousand deaths annually 
worldwide [1]. During the 2009 H1N1 flu pandemic, 203,000 
deaths were reported around the globe [2]. The ongoing 
COVID-19 pandemic has caused 4 million deaths in 192 
countries so far and declared a public health emergency by 
World Health Organization (WHO) [3]. Among them, a 
significant number of deaths have occurred due to lapses in 

health resources allocation. For example, in USA 15,571 
deaths per month would have been prevented if the resources 
were effectively allocated [4], and in china it has been shown 
that a 10-fold per capita increase in the number of hospital 
beds, medical staff, and assisting staff would decrease the 
mortality rate by 0.393%, 0.24%, and 0.134% respectively 
[5]. It highlights the necessity to have a system to manage and 
allocate needful resources efficiently, which could save 
thousands of lives. 

 Disaster or crisis management is a broad domain that 
includes the phases of mitigation, preparedness, recovery, 
and response [6]. One of the key challenges in a disaster is 
that critical resources become scarce as the demand rises 
unexpectedly. For instance, human resources such as police, 
medical staff, rescue teams, and/or essential supplies like 
food, water, medicines/vaccines, equipment, etc. become 
scarce due to the high demand. A substantial number of 
researchers have studied and investigated this problem. 
However, it still remains a challenging task due to various 
reasons [1], [2], [6]-[18]. Resource allocation can be 
described as assigning resources considering various aspects 
of a crisis situation such as priorities, requirements (type(s) 
of resources and quantities needed), delivery options, and 
constraints such as ethical aspects [19]. For instance, in the 
current pandemic, the essential health resources are PCR test 
kits, personal protective equipment (PPE), vaccines, masks, 
hospital beds, ICUs equipment, medicines, etc [10]. WHO’s 
declaration of pandemic triggered efforts to boost healthcare 
facilities and capacity especially in developed countries [20]. 
Unlike in developing countries, real-time communication 
technologies, control technologies, and detection 
technologies have been put together to provide a reliable and 
accurate medical resources supply system to fight against the 
health crisis in developed countries [8]. However, many 
developing countries such as Sri Lanka are suffering from 
lack of resources and effective resource allocation 
mechanisms which have made it hard to cope with the 
COVID-19 pandemic. The poor health infrastructures, lack 
of well-trained human resources, budget constraints, and poor 
resource management are the main contributors to this 
deprivation. Among those factors, poor resource 
management has been identified as a root cause for poor 
resource allocation in health crises. For example, quantifying 
available resources, surveilling the allocations, lack of social 
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awareness and the inability of taking timely decisions are the 
main issues with the current process. A substantial amount of 
research has proposed various solutions to mitigate the above 
problems but still optimizing resource allocation remains a 
challenging task due to poor resource management. It 
motivated us to investigate the existing systems to find their 
pros & cons.  

II. OBJECTIVES 

Objectives of this study are as follows; 

● Exploring the existing resource allocation systems
in Health Crises

● Analyzing advantages and limitations of existing
resource allocation systems

● Studying existing ethical frameworks and guidelines

● Identifying a necessity of a proactive resource
allocation system dedicated to health crises

The rest of the paper is organized as follows. The 
methodology section presents the method used to select the 
related research followed by section IV which contains a 
critical review of the selected research and highlights the 
limitations & issues with the existing resource allocation 
systems. Finally, section V discusses the literature concisely 
and concludes this paper with the future directions of the 
research. 

III.  METHODOLOGY
In a crisis situation, priority is given to save human lives. 

For example, at present, the whole world is racing towards 
finding a sustainable solution for COVID-19 to save and 
protect people from the deadly virus. While medical experts 
are working around the clock to find a medical solution, other 
healthcare workers are trying to mitigate the crisis with the 
available resources. As a consequence, the need for efficient 
and effective resource allocation mechanisms have been 
proposed based on past research. Studying and investigating 
the existing research provides a better insight into their 
advantages, effectiveness, applicability, and limitations. 
Therefore, the present research critically reviews some of the 
related research published in the recent past. This review was 
carried out as qualitative analysis in two stages. First, the 
relevant research papers were collected from different 
sources such as IEEE Xplore, Science Direct, ResearchGate, 
Google scholar, and random search on the Internet using 
Google search engine. In addition, the most cited papers in 
the reference lists were also added to the collection. We 
filtered papers published in the past decade, and the 
Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) [21] standard was used as the guide for filtering 
papers according to its excluding and including criteria. Apart 
from that, the details of the community healthcare 
infrastructure and the resource allocation process to mitigate 
the COVID-19 pandemic in Sri Lanka were collected through 
observations and the Ministry of Health publications. 

In the second stage, the selected papers were critically 
reviewed based on qualitative aspects to identify the features, 

pros & cons, and limitations of existing resource allocation 
systems. Prior to this, a keyword-based clustering technique 
was used to identify the most prominent keywords in related 
studies because keywords reflect the areas that have been 
covered in a particular study. The main reference tool used 
was Mendeley, and Microsoft Excel was used as a support 
tool for maintaining the keywords of selected papers. Out of 
the selected research papers, only 25 research papers included 
keywords. Thus, those papers were considered for keyword-
based clustering that contained altogether 118 keywords as in 
the word cloud shown in Figure 1. After pre-processing the 
collected keywords, the feature extraction was performed 
using the Term Frequency-Inverse Document Frequency 
(TF-IDF) vectorizer. Then the Affinity Propagation 
algorithm, which is an unsupervised Machine Learning (ML) 
algorithm available for clustering was used for identifying 
inner patterns in the keywords. 

Fig. 1. Keyword word cloud of selected research papers 

IV.SMART DECISION SUPPORT SYSTEMS FOR 
RESOURCE ALLOCATION IN HEALTHCARE

Designing health-related information systems is always 
challenging because critical decisions are made based on the 
information and analytics produced by those systems. 
Therefore, the accuracy of the system is a crucial factor to be 
considered when designing such decision support systems. 
Apart from that, due to the sensitivity of health data, it is 
required to consider the ethical aspects when allocating 
resources. 

A. Decision Support Systems (DSS)
Resource related decision-making is a complex process

especially during crises but the accuracy and the effectiveness 
of the decisions can be improved with the use of new 
technologies. Recent studies have proposed promising 
resource allocation systems with the aims of prioritization, 
utilization, scheduling, and dispatching resources effectively 
[6], [7]. Those systems consist of data collection frameworks, 
databases, and resource deployment guidelines. Besides, 
different algorithms have been used for victims clustering, 
resource allocation, and dispatching resources during disaster 
situations. To take effective and efficient resource allocation 
decisions it is required to have robust mechanisms to verify 
data collected from various sources using different data 
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collection methods. Among them, IoT devices such as 
sensors, RFID, and Google Maps API have been used in 
modern systems to collect real-time data. As a smart device, 
mobile phones play a vital role in modern data collection, and 
it enables people to be aware of the current situation of the 
crisis [9]. 

As this research is narrowing the scope to the health 
crises, it is worth reviewing the past research that has 
investigated decision support systems used in the health 
domain. Optimizing healthcare resource allocation, and 
distribution has been a key topic in past research. For 
instance, a platform has been built based on cyber-physical 
systems for optimizing the city medical resource distribution 
[8]. It is capable of training people for medical treatment, 
reducing imbalance and improving utilization of resources 
with the help of its intelligent and real-time network. A data-
driven optimization approach has also been introduced 
specifically for a cholera outbreak [1]. It considers only 
vaccines and antibiotics as resources and practices multi-
period allocation based on location-specific data of a meta-
population. Unlike that, both human and material healthcare 
resources are assigned, monitored, predicted, and coordinated 
by the IMPRESS system along with resource mobilization 
[11]. Another promising way is introducing mathematical 
models as an aid for resource allocation. For example, patient 
prioritization and smart dynamic allocation models usage are 
possible in a patient-driven mobile medical information 
system [15], [22]. In order to improve decisions, some 
frameworks also have been designed based on a country's 
Geopolitical position that is capable of locally collecting, 
centrally aggregating data prior to being analyzed and 
communicated [23]. 

There is a surge in recent studies that focused COVID-19 
pandemic as the case study for implementing resource 
allocation systems. For example, an optimal solution for 
ventilator distribution during pandemics was proposed as a 
mixed-integer model adapting an epidemic model called 
SEIAR (suspectable, exposed, infected, asymptomatic, 
recovered) for demand prediction [12]. The findings suggest 
that inter-regional pooling strategies are ensuring adequate 
provision of ventilators. Further, a time-varying linear 
optimization-based approach has been proposed for vaccine 
allocation during a pandemic using the same epidemic model 
[14]. This solution considers immunity uncertainty along 
with population density and infected ratio. Apart from that, it 
has introduced a vulnerability score for vaccine allocation 
along with the strategies for clustering regions for warehouse 
selection. A similar epidemic model is also used in the multi-
criterion intelligent decision support system suggested by 
Aggarwal et al. [13]. Most importantly, the resource 
allocation systems need to be cost-effective in order to 
prevent extra expenses during an emergency like the COVID-
19 pandemic. Thus, recent researchers have proposed a 
cloud-based smart resource allocation advisor which can 
identify low-cost high benefit allocations [10]. It has been 
utilized to analyze the severity of the pandemic with the help 

of different algorithms and also this system could detect 
resource demand, adjust allocation schema, learn from the 
knowledge about the patients as well. Moreover, it is visible 
that both qualitative and quantitative parameters have been 
considered when deciding the factors for flattening the 
growing curves of COVID-19 with the help of ML 
algorithms. There are possibilities to utilize ML models 
during an emergency to guide resource allocation-related 
decisions [24]. Those models have been used in areas like risk 
monitoring, analyzing disease transmission, and to find 
people who are less likely to complete the vaccination, etc. In 
order to analyze the disease, spread patterns, usage of social 
media platforms as the key source for ML algorithms is also 
noticeable. For instance, the Tweets have been used to predict 
influenza transmission where it provides a real-time accurate 
assessment and predicts the weekly percentage of patients 
and future influenza activities which help resource planning 
[2]. 

With the advancement of technology, researchers are 
focusing on simulation approaches when analyzing, 
developing, and testing resource allocation systems. For 
example, to evaluate the spread of the coronavirus pandemic 
a simulation-based multi-agent approach is suggested by 
Aboulaich et al. [25] that uses a compartmental model to 
identify individuals with the same behavior, and for 
forecasting the evolution of the disease against preventive 
measures. The evaluation of alternative healthcare resource 
allocation possibilities is also essential in emergency 
situations [17]. Even though a few of these approaches are 
not introduced particularly for public health emergencies, 
most of them contain the objective of levelling the resource 
utilization according to the severity of patients where it has a 
possible use case in COVID-19 pandemic. Furthermore, 
several studies have produced solutions through simulation 
by integrating optimization techniques as well. For example, 
in order to reduce the door-to-doctor time, an optimal 
approach was introduced for an emergency department that 
mainly focuses on allocating human resources using a meta-
model-based simulation and an imperialist competitive 
algorithm for resource optimization within a limited budget 
[16]. A simulation environment is also suggested for optimal 
resource planning during the COVID-19 crisis [18]. In there, 
deep-learning and linear optimization methods have been 
used for making predictions in resource demand, deaths, and 
infected cases as well as resource exchange decisions. 

With the current pandemic, public health officers face a 
number of difficulties when collecting close contacts' 
information for PCR testing. In order to mitigate those 
difficulties to some extent, a community-based system has 
been introduced that includes a risk status indication via a QR 
code by analyzing close contacts and virus hot zones based 
on GPS technology [9]. This system can also schedule and 
send notifications about infection testing to people while 
following the smart city concept and, it also has been 
integrated with private institutions along with the capability 
of continuous data visualization. Here, public agents deal 
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with the web UI and a dashboard and community through the 
mobile interface. Even though similar approaches were taken 
in other applications such as China's ‘Health Code' and 
India's ‘Aarogya Setu', they had effectively performed only 
in the initial stage of the pandemic. In most cases, attention 
on resource allocation is commonly shifted from individual 
patient-centered to population-centered during a pandemic. 
Therefore, visualization of the aggregated data is vital. Thus, 
some studies have used social media to visualize and 
understand how people are concern and react to the 
pandemic. For example, topic modelling, an unsupervised 
ML technique was used on the Tweets by Tao et al. [26] along 
with an emotion analysis. Another visualization has done on 
a dashboard according to the interaction with a speech 
interface which consists of multiple views and tested using 
the COVID-19 pandemic as the case study [27]. As a gist, we 
can say that many decision support systems have been 
proposed addressing health crises and especially for COVID-
19 pandemic using various approaches including 
optimization techniques, simulation approaches, ML 
techniques, and IoT for allocating both specific or generic 
resource types. 

B. Ethical Frameworks and Guidelines for Resource
Allocation
This section focuses on the proposed guidelines and

frameworks that have been related to resource allocation 
morality during health crises. Legal and ethical issues are 
possible to raise during a health emergency [28]. Therefore, 
it is a must to have proper principles for resource allocation 
procedures that help to draw conclusions about transparency, 
sharing, balance, and communication under the influence of 
community obligations, community well-being, and good 
preparedness practice. It is worthwhile to have a rapid 
response core guidance list to ensure clear, collaborative, 
consistent, and context-sensitive decisions during a health 
emergency [29]. Likewise, for the COVID-19 health 
emergency, a set of recommendations was made considering 
ethical values such as maximum benefit, equality, and 
prioritization [30]. 

The prioritization is solely focused on a few studies. For 
example, a resource allocation based on multi-criteria 
dimensions of priorities is suggested by Angelis et al [31]. 
Most importantly, WHO has introduced ethics and priority 
settings for resource allocation during the pandemic [32]. In 
a health crisis, assigning equity weights on vulnerable groups 
for triaging people such as dementia patients could be 
considered as a fairer approach [33], [34]. It also argues that 
the cost-effective analysis is better on resource allocation. 
Moreover, indicators such as counts, ratios, percentages, 
proportions are very important in the surveillance of 
communicable disease [35]. For instance, a field model has 
been proposed with a set of potential indicators [36] which 
are community-based and focused on ensuring basic services 
are reached to the local. The percentages and ratios of elders, 
smokers, asthma/diabetes patients, medical officers are some 
of those indicators which help to make decisions. Aside from 

those, several studies have suggested resource-specific 
guidelines. For example, a study has recommended steps for 
allocating ICU equipment according to community 
engagement while considering moral reference [20]. In 
addition, a rapid review was also conducted for ICU 
resources during an infectious disease outbreak [37] along 
with the evaluation of the validity of the already existing 
triage tools and ethical frameworks. From the studies that are 
discussed in this section, ethical value considerations, 
guidelines & frameworks could be commonly seen with the 
main objective of maximizing the community benefit. 

C. Limitations of Existing Resource Allocation Systems
Despite their benefits, existing resource allocation

systems have their own limitations. For example, some of 
these systems are specifically developed for a particular type 
of disaster and health crisis. Thus, the existing resource 
allocation systems proposed by previous researchers are 
difficult to customize for the COVID-19 pandemic situation 
in developing countries like Sri Lanka due to the following 
reasons. 

● Healthcare budget constraints lead to extreme
material resource limitations

● Poor healthcare infrastructure and differences in
procedures

● A separate body for social status tracking and
visualization

● Lack of hospital capacities and maintaining
quarantine centers

● Secondary difficulties such as resource
transportation to remote areas delay resource
accessibility

● The inability to store and dispatch resources by
establishing temporary facilities

● The limited availability of staff
● The community-dependent systems are not suitable

because people of remote areas don't have smart
devices or the technology literacy

The above conclusions are drawn by analyzing the 
existing literature where only a few have explicitly stated the 
difficulties [38] but in contrast, many have proposed systems 
for countries that have a high quality of life, stable 
economies, and technological advancements. Therefore, 
most of the systems have been proposed, while considering 
the continuous budget increases, rich healthcare 
infrastructures, multiple warehouse & emergency center 
establishments, transportation facilities, smart cities, high 
availability of healthcare resources [2], [6]-[9], [11], [12], 
[14], [16], [17], [23], [24], [30], [33]. Hence these systems 
would not be very much suitable for Sri Lanka. 

According to statistics, as of the second week of 
November 2021, more than 549,500 reported cases, 13,972 
deaths and, 523,503 recovered cases have been identified in 
Sri Lanka. In order to mitigate the further damages of this 
health crisis, a preparedness and response plan for COVID-
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19 has been introduced by the Ministry of Health [39]. It 
includes resource management and priority measures such as 
contact tracing, quarantine, and isolation guidelines. Apart 
from that, a set of provisional guidelines on COVID-19 
patients has also been introduced [40] which includes 
procedures about patient identification, monitoring, 
admissions, and treatments are stated especially for the health 
practitioners. Moreover, the way of assessing the severity of 
patients, level of risk by exposure, conducting PCR tests or 
rapid Antigen tests, taking the history of patients, usage of 
essential resources have been emphasized. 

In countries like Sri Lanka, the Public Health Inspectors 
(PHI) and (Medical Officer of Health) MOH are directly 
dealing with society and, handle all the community-based 
procedures manually. There are about 60,000 people who live 
in a particular MOH area, and they receive resources from the 
regional medical supply division under the coordination of 
the PHIs. With the accelerated growth of the pandemic, there 
are a large number of problems occurred in the area of health 
resource allocation. As the result of extreme demands, there 
is a possibility that coronavirus disease would overwhelm the 
healthcare infrastructure in Sri Lanka. It has come to the level 
where the infected patients are also isolated at homes while 
only the severe cases are transferred to a hospital. With the 
skyrocketing COVID infected cases, the admissions of severe 
patients are also getting late day by day. In the current 
procedure, when there is a delay in conducting PCR tests and 
getting the test results, one should contact the PHI officer 
directly which is very difficult with the current rush. On the 
other hand, the vaccination campaigns are overcrowded 
without any prioritization. When a limited number of 
vaccines are received for a certain MOH area, insufficient 
vaccine utilization and improper tracking of people for the 
second dosage could be clearly observed. The disease-related 
indicators such as asymptomatic and symptomatic rates, case 
fatality rate, infected percentages by age that are important 
for MOH officers & high authorities in surveillance and for 
allocating resources are irregularly traced for each area. In 
addition, transporting patients, distributing food, and case 
monitoring are also not handled effectively. These 
unnecessary delays of healthcare resources may put the 
patient in a dangerous position and the community in 
hardships. Therefore, a decision support system for resource 
allocation is a necessity that combines data and decision logic 
to assist decision-makers to overcome the above difficulties. 
Providing timely and accurate decisions regarding resource 
controlling/coordinating, distributing and monitoring as well 
as building community awareness should be the main 
objectives of a system along with automating the tasks 
handled by the PHI officers in each MOH area from the 
patient identification to conducting PCR tests for close 
contacts. In such system, data visualization could be used to 
visualize the current resource allocations in that particular 
area which helps to increase social awareness as well. 
Likewise, the external parties who receive updates would be 
able to make decisions easily with the use of resource 
allocation systems.  

V. RESULTS AND DISCUSSION

The analysis of relevant existing systems in support of 
making resource-related decisions during a pandemic like 
health crisis have been discussed throughout this study. The 
keyword-based clustering provided greater insights into the 
literature during the analysis and, it supported the analysis 
process by showing up the key areas that previous researchers 
have focused on. It generated 14 clusters highlighting the 
recurrent areas as shown in Table I. Some of the dominant 
keywords identified were related to the scope such as 
COVID-19, coronavirus, resource allocation, disaster 
planning, pandemic, critical care, public health, and 
healthcare. As per the remaining categories of the keywords, 
several reasoning can be made by analyzing relevant 
literature. The resource allocation guidelines, policies, legal 
and medical frameworks are generally established as 
common components or proactive plans of disaster 
management [29]-[31], [33], [36]. The resource-related 
decisions should be taken by considering the maximum 
community benefit, ethics, and vulnerable groups. In several 
studies, triage has been considered when allocating resources 
according to the severity levels of the patients during an 
emergency [20], [28], [37]. The selection, adaption of these 
frameworks, and dealing with uncertainties of situations must 
be more focused based on the health crisis. The simulation 
and optimization can be also identified as prominent 
keywords [8], [12], [14], [16]-[18], [25]. The simulation 
approaches were commonly used in the areas of pandemic 
spread analysis, events generation & representation, and 
resource allocation with the help of GIS (Geographic 
Information System) where some are embedded with 
allocation optimization techniques as well. 

Moreover, the use of ML techniques for the predictions of 
required resources, pandemic transmission, contact tracing, 
infected and suspected cases can be commonly seen [7], [13], 
[18]. When studying the literature, one could identify that the 
resource allocation is hugely addressed in the response phase 
of a disaster and there were several interrelated problems 
attached such as transportation, scheduling, and facility 
locations. The resource allocation-related decision support 
systems, health information, and healthcare systems were 
proposed in numerous studies [9]-[14]. Both disaster-specific 
and resource-specific systems are mostly focusing on the 
COVID-19 pandemic. However, the technology has enabled 
the community to collaborate with public agents during a 
crisis. Emerging technologies such as Big Data, IoT, 
facial/voice recognition, and Artificial intelligence have a 
dominant role in those smart systems. 
Table 1. Clustered keywords 

Label Keyword Label Keyword 
0 COVID-19 7 Pandemic 
1 Medical ethics 8 Triage 

2 Resource allocation 9 Critical care 

3 Machine learning 10 Decision support 
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4 Optimization 11 Healthcare systems 

5 Coronavirus 12 Public health 

6 Disaster planning 13 Simulation 

In this study, different kinds of resource allocation 
systems were discussed pertaining to the health crises. A 
detailed overview of the current stand of resource allocation 
systems was explicitly presented as the main objective of this 
study. The keyword clustering and PRISMA standard were 
used to investigate and filter previous studies, in a systematic 
manner. The allocation of both the critical/non-critical and 
human/material resources was considered in this study.  
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Abstract — In today's world, heart disease is one of the 
leading causes of death. In clinical data analysis, 
predicting heart disease is a difficult task. Machine 
Learning (ML) helps assist with the decision-making and 
prediction of large volumes of data generated by the 
healthcare industry. The main goal of this study is to find 
the best performance model and compare machine 
learning algorithms for predicting heart disease. This 
work applies supervised machine learning algorithms, 
namely Logistic Regression, Support Vector Machine, K- 
Nearest Neighbor, and Random Forest, to the Cleveland 
Heart Disease dataset to predict heart disease. Our 
experimental analysis using preprocessing steps and 
model hyperparameter tuning, Logistic Regression, 
Support Vector Machine, K- Nearest Neighbor and 
Random Forest achieved 90.16%, 86.89%,86.89%, and 
85.25%, accuracies respectively. As a result, Logistic 
Regression classification outperforms other machine 
learning algorithms in predicting heart disease. 

Keywords — Machine Learning, Heart Disease 
Prediction, Logistic Regression, Support Vector Machine, 
K- Nearest Neighbor, Random Forest

I. INTRODUCTION
The heart is the most important organ in the human body. 

It is at the center of the human circulatory system, a network 
of blood vessels that delivers blood to every part of the human 
body. Blood carries oxygen and other essential nutrients that 
all body organs need to stay healthy and work properly. If it 
fails to function correctly, then the brain and various other 
organs will stop working, and within a few minutes, a person 
can die. In today’s world, people are getting very busy in their 
lives and work so much that they do not have time to take care 
of themselves. Due to this hectic lifestyle, they experience 
stress, anxiety, depression, and many more conditions. These 
factors contribute to people being ill and having severe 
diseases. There are many diseases such as cancer, diabetes, 
heart diseases, tuberculosis, Etc., which lead to the death of 
people each year. Due to a hectic lifestyle and not having 
good food habits, heart-related diseases increase among 

people more than any other disease. Also, some factors, 
diseases, and habits influence increasing the risk of having 
heart diseases. They are Age, Family History, Diabetes, High 
blood pressure, high cholesterol, being obese, depression, 
hypertension, smoking, or too much drinking and physical 
inactivity. So, taking care of the heart as well as other organs 
becomes a challenge in this era. Apart from the factors, there 
are different types of heart disease, such as Angina, 
Arrhythmia Fibrillation, Congenital heart disease, Coronary 
artery disease, Myocardial infarction, and Heart failure. To 
reduce the heart disease caused death, it is mandatory to early 
detection of heart disease and treatment on time. So, the 
Importance of Prediction of heart-related diseases can 
significantly impact the medical field and people’s lives. Now 
day’s heart disease is the main reason for deaths throughout 
the world. Many people die from heart disease than from any 
other disease. According to the World Health Organization, 
for the past 20 years, heart disease has been the leading cause 
of death at the global level[1]. The number of deaths from 
heart disease increased by more than 2 million since 2000, to 
nearly 9 million in 2019. Heart disease currently accounts for 
16% of total deaths from all causes. Even though heart 
disease is the riskiest disease globally, people are unaware of 
the risks and symptoms of heart disease. Therefore, the 
prediction of heart disease is a significant concern of 
humankind. The foremost challenge facing healthcare 
organizations is the provision of quality services at a 
reasonable cost. Quality service indicates diagnosing patients 
correctly and administering effective treatments. Most of the 
clinical decisions are made based on the Doctor’s perception 
and practice rather than the hidden knowledge on the patient 
database. This practice may lead to mistakes and extreme 
medical expenses, which affect the quality of health care 
services. It is frequently difficult for medical practitioners to 
predict heart diseases as it requires experience and 
knowledge, which is very difficult to accomplish. In that case, 
machine learning techniques help the healthcare industry and 
the professionals in diagnosing heart diseases based on 
patients’ data. 

In the medical domain, many medical datasets help make 
compelling predictions. These data can be exploited using 
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machine learning techniques to extract hidden information 
from hidden patterns of datasets. Moreover, this extractive 
data will help to predict the medical diagnosis. The collected 
medical data are massive in size, and it can be noisy. This data 
which is too complicated for the human mind to understand 
can be easily explored using machine learning techniques. 
The future predictions will also help the doctors to diagnose 
the disease by discovering previous dataset patterns and 
taking the right step to treat the patients. It will save 
humankind and increase the quality of health care services. 
Several research studies have been conducted on predicting 
heart disease. They used several machine learning techniques 
to predict heart disease and achieved different results using 
different methods. [4]Their work on “Cardiovascular Disease 
Forecast using Machine Learning Paradigms” used machine 
learning algorithms and achieved 86.25% accuracy from the 
logistic regression model, giving the best accuracy among all 
four models. [9] Their work on” Heart Disease Prediction 
Using Machine Learning Algorithms” summarized the recent 
research with comparative results that have been done on 
heart disease prediction and also make analytical conclusions. 
Their experimental results show that the Decision Tree 
Classifier algorithm has the most precise and significant 
result compared to the others algorithm. Also, they mentioned 
that the predictions that are carried out with large datasets 
make better accuracy. 

This study is for analyzing and finding an appropriate 
model for the heart disease data. Machine learning models are 
used to predict heart disease while conducting a comparative 
analysis on models. In this work, supervised machine learning 
algorithms, namely Logistic regression (LR), Support Vector 
Machine (SVM), K-Nearest Neighbor (KNN), and Random 
Forest (RF), are used to predict heart disease and compare 
their performance. 

II. OBJECTIVES
The goal of this study is to find out the best model that 

predicts whether the patient has heart disease. This model will 
provide important insights to doctors who can then adapt their 
diagnosis and treatment per-patient basis. This study is to be 
done on supervised machine learning classification. 

The research objectives (ROs) of the research work are 
stated in the following. 

RO1: To predict heart disease using selected four Supervised 
machine learning techniques and analyze the models; Logistic 
regression, Support Vector Machine, K-nearest neighbor, and 
Random Forest. 

RO2: To find the best model that predicts heart disease more 
accurately among all the models. 

RO3: To conduct a comparative analysis of machine learning 
models based on their performances. 

III. METHODOLOGY
This section illustrates various resources and approaches 

that used in this study. Primarily, the description of the dataset 
is provided to understand how to work on it, followed by the 
preprocessing steps involved. Finally, the methodologies used 
for the experiment in this study are discussed. 

In this section, the research materials and methodologies 
are presented and discussed in brief. 

A. Dataset Description
In this work-study, the Cleveland Heart Disease dataset [4]

has been collected from the UCI machine learning repository 
that has been used for both training and testing purposes. The 
dataset is a collection of medical analytical reports with values 
for 76 attributes and 303 rows, but this work considers a 
feature subset of 14 numerical valued attributes. The output 
level has two classes, where 0 represents not having heart 
disease, and one represents having heart disease. The 
information on the heart disease dataset is given  

Table, where the attribute name and description are 
presented. 

B. Data Preprocessing
In this step, data preprocessing is applied to identify the

missing values, process the noisy, incomplete, irreverent, and 
inconsistent values, and remove some attributes' redundancy. 
Then separation, feature scaling, and normalization are 
performed to find the standard format of data. After data 
preparation, the dataset is divided into a training set (80% of 
data) and a test set (20% of data). 

Table 1. Attributes of the dataset and their description 

Attribute Name Attribute Description 

age age in years 

sex 1=Male,0=Female 

cp 

Chest pain type. 
0: asymptomatic, 
1: atypical angina, 
2: non-anginal pain, 
3: typical angina 

trestbos Resting blood pressure (in mmHg) 

chol Serum Cholesterol (in mg/dl) 

fbs Fasting blood sugar> 120 mg/dl.1 = true; 0 = 
false 

restecg 

Resting Electrocardiography results. 
0: showing probable or definite left ventricular hy
pertrophy by Estes' criteria, 
1: normal, 
2: having ST-T wave abnormality 
(T wave inversions and/or ST elevation or depres
sion of > 0.05 mV) 

thalach Maximum heart rate achieved 

exang Exercise-induced angina ;(1 = yes; 0 = no) 
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Attribute Name Attribute Description 

oldpeak Depression induced by exercise relative to rest 

slope 

The slope of the peak exercise segment. 
0: down sloping. 
1: flat. 
2: upsloping 

ca Number of major vessels colour by fluoroscopy 
that ranges between 0 and 3 

thal 

Results of the blood flow were observed via the r
adioactive dye. 
0=Normal (Thallium test.) 
1=fixed defect 
2=reversible defect 

target 
0 = No heart disease, 
1 = heart disease 

C. Model Generation
In this stage, machine learning algorithms are applied to

the training set to develop different classification models. 
Models are developed using four machine learning algorithms 
named LR, KNN, SVM and RF classifiers. Then using these 
four generated models, the test set is classified and evaluated 
the performance. 

In machine learning, hyperparameter tuning is one of the 
most significant research issues. If the hyperparameters are 
tuned or optimized, then it is considered that the machine 
learning algorithms can give better performance. Models are 
developed with the help of grid search, and cross-validation 
approaches, hyperparameters are optimized and tuned. It 
considers cross-validation to guide the performance metrics. 
Grid search is an exhaustive search that can exercise to 
compute the optimal values of hyperparameters. It can build a 
model that generates every parameter combination and stores 
each combination of the model. The efforts and resources can 
be saved using this search. Then with the tuned parameters, 
the LR, KNN, SVM and RF classifier models are generated. 
After the generation of the classification model, the test set is 
applied to the proposed model with the tune hyperparameter 
and evaluated the test set's performance. 

The flowchart of the model is shown in Fig. 1 below. It 
summarizes the steps for our proposed method. 

D. Machine Learning Algorithms

This section explains the supervised algorithms of
Machine learning that are used in this work. In the model 
generation process, Logistic regression (LR), K nearest 
neighbor (KNN), Support vector machine (SVM) and 
Random Forest (RF) classifiers are used as machine learning 
algorithms. 

1) Logistics Regression
Logistic regression [5] is a supervised learning machine

used for regression and classification problems. Logistic 
regression uses probability to predict the classification of 
categorical data. It is mainly used for a binary classification  

 

problem and a logistic function to predict a binary dependent 
variable [6]. 

2) KNN
K-Nearest Neighbor (KNN) [2] is also a supervised

classification algorithm. It predicts the target class based on 
how similar that data is from other provided training data 
labels to the model. KNN is used widely in the machine 
learning classification problem. It is simple to understand and 
generates a non-parametric model that is applied to practical 
problems. It is a lazy learner or instance-based learner, which 
depend on the distance. It works well but does not learn any 
classification rule[5]. 
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Fig. 1. Flowchart of proposed work 
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3) SVM
Support Vector Machine [6] is a prevalent supervised

machine learning technique (having a pre-defined target 
variable) that can be used as a classifier and a predictor. For 
classification, it finds a hyper-plane in the feature space that 
differentiates between the classes. In SVM, a hyper-plane is 
created margin as wide as possible to separate different types 
of data or keep similar data of one type at one side and similar 
data of another type of data at another side of the margin [5]. 

4) Random Forest
Random forest (RF) [2]is a supervised machine learning

algorithm. As the name predicts, it is a forest of randomly 
generated decision trees. It uses an approach bagging, where 
various learning models are combined to improve the overall 
results. To perform the bagging operation, it produces 
manifold decision trees and synthesizes them together to 
obtain a refined result. It is one of the finest machine learning 
algorithms. It uses a random subset of features by splitting a 
node to get the best feature that contributes the most to 
building the model. 

E. Performance Evaluation
Performance evaluation of the proposed work is done

based on the following measures. 

1) Confusion Matrix

Confusion Matrix [2] is a matrix that is used to evaluate 
the performance of a model. The four terms associated with 
the confusion matrix which is used to determine the 
performance matrices are:  

True Positive (TP): An outcome when the model correctly 
predicts the positive class  

True Negative (TN): An outcome when the model 
correctly predicts the negative class  

False Positive (FP): An outcome when the model 
incorrectly predicts the positive class  

False Negative (FN): An outcome when the model 
incorrectly predicts the negative class 

In this step, models evaluate the performance of the 
training set and test set and find the confusion matrix. Then 
the performance metrics of these two models have been 
calculated and assessed in terms of accuracy, precision, recall, 
and F1 Score with the help of the confusion matrix. The 
mathematical expressions of accuracy, precision, recall and 
F1-Score are shown in Equation (1), Equation (2), Equation 
(3) and Equation (4) respectively.

2) Accuracy
Accuracy is the ratio of the number of correct predictions

given by the model to the total number of instances[2]. 

Accuracy = (TP+TN) / (TP+TN+FP+FN)  (1)

3) Precision
Precision in this work measures the proportion of

individuals predicted to be at risk of developing heart disease 
and had a risk of developing heart disease. 

Precision = TP / (TP+FP) (2) 

4) Recall
Recall, in this work, measures the proportion of

individuals that were at risk of developing heart disease and 
were predicted by the algorithm to be at risk of developing 
heart disease. 

Recall = TP / (TP+FN) (3) 

5) F1-Score
F1 Score is the harmonic mean of precision and recall.

F1 score= 2* (Recall*Precision) / (Recall + Precision)     (4) 

IV. RESULTS AND DISCUSSION

A. Results of Data Preprocessing
The heart disease dataset consists of 303 samples with 14

attributes, where 138 are healthy (0) instances and 165 
instances (1) having heart disease. In the preprocessing step, 
the statistical operations have been performed to identify and 
remove the missing values and to find the maximum, 
minimum, mean, and standard deviation of each feature set. 

Fig.2.Count of target Variables 

Fig.3. Histogram of categorical valued attributes 
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. 

 

Consequently, several non-heart disease and heart disease 
patients are illustrated in Fig. 2; they are 138 and 165. This 
further confirms that the two classes are almost balanced, and 
it is good to proceed with data preprocessing. Then the 
histogram of categorical and continuous features has been 
plotted for easy and better understanding. The histogram 
plots are presented for the pattern and frequency distribution 
of categorical and continuous measurements of data. The 
distribution of each feature value is shown in Fig. and Fig. 4 
as a histogram plot. It can help to identify the trend and 
patterns of data to understand the distribution of features. 

The histogram plot of continuous variables shows how 
each feature and label is distributed along with different 
ranges, which further confirms the need for scaling data. The 
discrete plots in figure 5 show that each of these is categorical 
variables, and it confirms the need of converting them into 
numerical variables before training models. 

Fig. 5 represents the heat map, which describes the co-
relation among the features of the heart disease dataset. Here, 
different colors have been used to represent the values on the 
two-dimensional surface. It’s clear that no one feature has a 
particularly strong relationship with the target variable, and 
categorical-valued attributes are more concentrated than 
continuous-valued attributes. The heat map of the heart 
disease dataset shows the hierarchical clustering and a general 
view of numeric data. After investigating the dataset, the 
categorical valued attributes have been converted into dummy 
attributes. Then, centering and scaling operations have been 
performed to standardize each feature by computing the 
relevant statistics on the dataset. The resultant dataset has been 
divided into a training set and a test set, with an 80% and 20% 
split. 

B. Experiment Results of the Classifiers

1) Performance Evaluation of the Classifiers with Default
Hyper-Parameters 

In this experiment, the machine learning algorithms are 
applied with the default parameters. Table 2 shows the result 
of this system. In the training phase, Logistic Regression is 
fitted and executed the model with parameters of C=1 and 
solver= ‘liblinear’ and found 86.78%,86.33%,90.22% and 
88.23% of accuracy, precision, recall, and F1 score 
respectively. The test set is predicted on this LR model and 
provides 90.16%, 93.30%,87.50% and 90.32% of accuracy, 
precision, recall, and F1 score, respectively. Again, in the 
training phase, KNN is fitted and executed the model with the 
parameters of no. of neighbor=7 and weights= ‘uniform’ and 
found 82.23%, 82.60%, 85.71% and 84.13% of accuracy, 
precision, recall, and F1 score respectively. The test set is 
predicted on this KNN model and provides 
86.89%,90.00%,84.37%and 87.09%, of accuracy, precision, 
recall, and F1-score respectively 

In another training model, SVM is fitted and executed with 
the parameters of C= 1.0, gamma= 0.01, and ‘rbf’ kernel, and 
found 82.23%,82.14%,86.46% and 84.25% of accuracy, 
precision, recall, and F1 score respectively. The test set is 
predicted on this SVM model and provides 83.61%, 89.28%, 
78.13% and 83.33% of accuracy, precision, recall, and F1 
score, respectively. In the last phase of training, Random 
Forest is fitted and executed with the parameter estimators = 
100, min_samples_leaf=1, min_samples_split=2 and found 
100%, 100%, 100%, and 100% of accuracy, precision, recall, 
and F1 score respectively. The test set is predicted on this 
Random Forest model and provides 81.97%,86.20%,78.12% 
and 81.97% of accuracy, precision, recall, and F1-score, 
respectively. 

Fig. 4. Histogram of continuous-valued attributes Fig. 5. The heat map for correlation features of the heart disease dataset 
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Table 2. Performance of evaluation and comparison of classification models 
on the training set and the test set 

2) Performance Evaluation of the Classifiers with Tuned
Hyper-Parameters 

In this experiment, the Grid search is used to find the 
optimal hyperparameters. After tuning the hyperparameters, 
the classification models are generated. Table 3 shows the 
result of the proposed system. In the training phase, Logistics 
Regression is fitted and executed with the tuned 
hyperparameters of C=1.08, penalty =' l2' and solver= 
'liblinear' and found 86.78%, 86.33%, 90.22% and 88.23% of 
accuracy, precision, recall, and F1 score respectively. The test 
set is predicted on this LR model and provides 
90.16%,93.33%,87.50% and 90.32% of accuracy, precision, 
recall, and F1 score, respectively. Again, in the training 
phase, KNN is fitted and executed with the tuned 
hyperparameters of no. of neighbor=5 and weights=' 
uniform', metric: ‘manhattan' and found 88.43%, 87.76%, 
91.72% and 89.70% of accuracy, precision, recall, and F1 
score respectively. The test set is predicted on this KNN 
model and provides 86.89%,87.50%,87.50%, and 87.50% of 
accuracy, precision, recall, and F1 -core, respectively.  

In another training model, SVM is fitted and executed with 
the tuned hyperparameters of C= 2.0, gamma= 0.1 and RBF 
kernel, and found 92.98%,92.03%,95.48% and 93.72% of 
accuracy, precision, recall, and F1 score respectively. The test 
set is predicted on this SVM model and provides 86.89%, 
90.00%,84.37% and 84.37% accuracy, precision, recall, and 
F1 score, respectively. In the last phase of training, RF is fitted 
and executed with the tuned hyperparameters of 1000 no of 
estimators, two minimum samples of the leaf, and five 
minimum samples the split, maximum depth = 50, maximum 
features = square, and found 96.69%, 94.96%,99.24% and 
97.05% of accuracy, precision, recall, and F1- score 
respectively. The test set is predicted on this RF model and 
provides 85.25%,89.65%,81.25% and 85.24% of accuracy, 
precision, recall, and F1-score, respectively. 

Table 3. Performance of evaluation and comparison of classification models 
with a hyperparameter tuning approach on the training set and the test set 

3) Performance Comparison of the Classifiers with
default and tuned Hyper- Parameters 

Table 4 represent the performance comparison between 
without and with the hyperparameters tuning approach of four 
machine learning algorithms.  
Table 4. Accuracy comparison 

These comparisons show that the models with tuned 
hyperparameters provide better accuracy results. It also 
noticed that the LR and KNN accuracies remain the same 
while SVM and Random Forest have increased their test 
accuracy. 

V. CONCLUSION
Heart disease is one of the significant deaths anywhere in 

the world. Early detection of heart diseases will increase the 
survival rate; hence this work-study is intended to predict 
whether the patient has heart disease or not with the help of 
clinical data, which will assist the diagnosis process. 
However, machine learning techniques are helpful to predict 
the output from existing data. The results of this study 
confirm the application of machine learning algorithms in the 
prediction and early detection of heart disease. To our best 
understanding, the models built with tuned hyperparameters 
exhibit better accuracy than the models with default 
hyperparameters. The prediction accuracy of our proposed 
models reaches 90.16 % in heart disease detection using 
Logistic Regression, 86.89% in Support Vector Machine 
classifier,86.89% using KNN classifier and 85.25% using 
Random Forest Classifier. The experimental results show that 
the Logistic Regression algorithm predicts heart disease with 
the highest performance measures in terms of accuracy of 
90.16% and other evaluating metrics. 
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LR 86.7 86.3 90.2 88.2 90.1 93.3 87.5 90.3 
KNN 88.4 87.7 91.7 89.7 86.8 87.5 87.5 87.5 
SVM 92.9 92.0 95.5 93.7 86.8 90.0 84.3 84.3 
RF 96.6 94.9 99.2 97.0 85.2 89.6 81.2 85.2 

Algorithm 

Accuracy (%) of 
Training Dataset 

Accuracy (%) of Test 
Dataset 

Without 
parameter 
tuning 

With 
Hyperpa
rameter  
tuning 

Without 
parameter 
tuning 

With 
Hyperpar
ameter 
tuning 

LR 86.7 86.7 90.1 90.1 
KNN 82.2 88.4 86.8 86.8 
SVM 82.2 92.9 83.6 86.8 
RF 100.0 96.6 81.9 85.2 
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The future aspect of this study will be to implement the 
model with the feature selection approach. Furthermore, new 
feature selection methods can be developed to get a broader 
perception of the significant features to increase the 
performance of heart disease prediction. 
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Abstract — Road accidents with high severities are a 
major concern worldwide, imposing serious problems to 
the socio-economic development. Several techniques exist 
to analyse road traffic accidents to improve road safety 
performance. Machine learning and data mining which 
are novel approaches are proposed in this study to predict 
accident severity. Support Vector Machine (SVM), 
Gradient Boosting (GB), Logistic Regression (LR), 
Random Forest (RF) and Naïve Bayes (NB) were applied 
to perform effective data analysis for informed decisions 
using Python programming language. The gradient 
boosting outperformed all the other models in predicting 
the severity outcomes, yielding an overall accuracy of 
83.2% and an AUC of 83.9%. 

Keywords — Data mining, machine learning, accident 
severity 

I. INTRODUCTION
Road accidents comprise significant public health and 

development threats. Each year, 1.35 million deaths occur 
due to road traffic accidents worldwide and in many 
countries, it accounts for 3% of the Gross Domestic Product 
(GDP) [1]. Among the victims, more than half are young 
adults aged between 15 and 44. An increase in fatal road 
accidents is anticipated by the World Health Organization 
(WHO) if road safety is not addressed [1]. A National 
Observatory for road safety in Mauritius for the period 2016-
2025 has been set up by the concerned Ministry with one of 
its objectives of curbing the number of road fatalities to 50% 
by the year 2025 in line with the target set by the WHO [2]. 
However, figures published by Statistics Mauritius indicates 
21.4% increase in road accidents from the year 2013 to 2020 
resulting in a rise of the fatality index from 3.8 to 4.5 during 
the same period. This increasing trend has made it a necessity 
to handle the problem in a more scientific approach. 

This paper presents road accident severity prediction 
using a machine learning approach and evaluation of the 
classification models to identify the most performant one 
among support vector machine, gradient boosting, logistic 
regression, random forest and naïve Bayes.  

The remaining part of the paper is structured as follows: 
Section II will cover the literature review on the features 
related to injury accidents and machine learning. 

Approaches to predict accident severity. Section III will 
address the data collection procedures. Section IV will deal 
with the data preprocessing. The different machine learning 
algorithms and their performance metrics will be highlighted 
in the methodology in section V. The results obtained will be 
discussed in section VI and ultimately, the paper will be 
concluded in section VII together with future work 

II. LITERATURE REVIEW
Data mining is a diagnostic operation that integrates 

artificial intelligence, statistics, and machine learning which 
focuses on pattern detection, prediction, and forecasting [3]. 
Further, [4] added that machine learning is effective in road 
traffic injury predictions and can help to mitigate road 
accidents. The literature review highlights some contributing 
features identified and machine learning techniques used in 
this particular field. 

A. Features contributing to injury accidents
According to [5], the multiple factors affecting road

crashes are human causes, weather circumstances, road 
designs, traffic characteristics and vehicle conditions. In the 
study of [6], it was concluded that the use of data mining can 
determine and forecast leading factors amidst human, vehicle 
and environment. The study of [7] revealed that junction type, 
road type, location, signposting, the hour of the day, license 
type, driver’s age, day of the week and vehicle type are all 
significantly related to injury severity.  

B. Machine learning techniques to model road accidents
The utilization of machine learning classifiers provides

alternatives to traditional data mining techniques for 
generating higher results and accuracy, as highlighted in [8]. 
The study of [9] compared machine learning algorithms to 
predict the severity of motorcycle crashes. J48 decision tree 
classifier, random forest and instance-based learning with 
parameter “k” (IBk) were used in modelling the severity 
outcome. These models were validated employing the 
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technique of 10-fold cross-validation. Comparisons were 
made with each other and with a statistical model namely the 
multinomial logit model  
(MNLM). Their experimental results revealed that the 
prediction performances of the machine learning algorithms 
were better than MNLM. The random forest showed its 
superiority with the experimental data for its optimization and 
extrapolation capability. In [10], the authors employed J48, 
rule induction (PART), naïve Bayes and multilayer 
perceptron (MLP) which showed similar conclusions from 
the algorithms apart from the naïve Bayes classifier which 
exhibited less accuracy. 

A comparative study in [11] was made with four models 
for crash severity prediction using multinomial logit (MNL), 
nearest neighbor classification (NNC), SVM and RF. The 
results demonstrated that NNC performed satisfactorily 
overall and in high severity crashes. NNC’s best achievement 
was since this method does not require a distributional 
assumption of the data. The limitation in this study was the 
forced removal of part of the probably paramount predictors, 
like speed and impact type due to the presence of unavailable 
information in them. The study of [12] employed gradient 
boosted, decision tree (DT) and RF to identify hazard factors 
and injury severity prediction of drivers. The gradient boosted 
had the highest accuracy of 73.3%. Similarly, in [13], six 
algorithms namely LR, DT, SVM, neural network (NN), RF 
and extreme gradient boosting (XGBoost) were compared in 
predicting injury severity levels. The XGBoost outperformed 
the other algorithms with an accuracy of 74.4%, followed by 
the RF (73.8%). 
     In [14], to predict injury severity crashes, a comparison of 
the SVM with the ordered probit (OP) model was made. It 
was deduced that the SVM model had improved predicting 
power (48.8%) for severity predictions over the OP model 
(44.0%). As limitations, the authors suggested that apart from 
the basic radial basis function (RBF), different kernel 
functions can be experimented with to enhance the results of 
the models. Another study comparing SVM models with 
polynomial and Gaussian RBF kernels was carried out by 
[15] to enquire about driver’s injury severity. It was found
that the SVM model gave feasible prediction achievement
and the polynomial kernel surpassed the Gaussian RBF
kernel. The authors stated that SVM algorithms are a common
non-parametric classification technique that has been
extensively used in the transportation field, but are yet
somewhat new in the road accident analysis field. The
polynomial SVM classifier worked best on the majority of
instances. It was also confirmed that transforming multi-
categorical variables into numerical ones is an effective way
to enhance the ability of the classification model. The
limitation was however the small sample sizes for each type
of injury analyzed.

III. DATA COLLECTION
Road accidents data including information on accidents 

circumstances, vehicles and casualties collected by the local 
authority in Mauritius was used. 

The dataset initially comprised 12,523 instances and 49 
variables, including the target variable “Accident_Severity”. 
The quality of the data was assessed by investigating if the 
type of the variables was correct and the presence of any 
missing data. The data preparation phase consisted of 
removing unwanted and conflicting variables, handling 
missing data, treatment of class variables, renaming of 
factors, binning, dimension reduction/feature selection, 
association test and handling of imbalance class. 

A. Excluded variables
Unwanted variables which don’t add intrinsic value to the

dataset and were not influential to the target variable were 
removed. Some variables were: “Accident key”, “Vehicle 
reference number” among others. The response from the 
variables “Casualty injury” or “Driver injury” or both 
depending on whichever is higher, determine the overall 
accident severity type. These two conflicting variables were 
removed after the strength of their associations were tested 
using the chi-square test. 

B. Handling missing data
Associated entries containing missing values were not

dropped, as this would have resulted in considerable loss of 
information. The missing values were replaced by the next 
highest code to be further labelled by “Unknown” for the 
categorical variables and only drivers above 15 years were 
considered.  

C. Treatment of class variables and renaming of factors
The variables were converted to their appropriate classes

and renamed accordingly. The numerical variables were 
converted to an integer and the categorical variables to 
factors.  

D. Binning
The “Time” variable was converted into a factor category

containing three levels: ‘Night’, ‘Morning’ and ‘Afternoon’. 
The variables “Casualty age” and “Driver age” were binned 
in the range of five years.  

E. Feature selection
Feature selection is primarily based on the exclusion of

non-informative or irrelevant predictors from the model and 
is also a dimensionality reduction technique. This technique 
helps in improving the performance of some predictive 
modelling and computational time in the case of large 
datasets [16]. After one hot encoding of the categorical 
variables to be used for the SVM, the most important features 
were selected according to their k highest score.  

F. Handling of imbalance class
     As highlighted in [17], machine learning algorithms 

are influenced by a high imbalance class between dominant 
and classes of the minority, which may result in favour of the 
majority (negative) class during prediction. The authors 
further stated that ratios of 75:25 and 65:35 are classified as 
slight imbalance, whereas the ratio of 90:10 is regarded as 
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moderately imbalance. Fig. 1 shows that the dataset under 
study had two minority classes (fatal and serious) suggesting 
an imbalanced dataset.  

Fig. 1.  Distribution of the target variable. 

As such, these classes were grouped to form the positive 
class KSI (Killed and serious injury) which later for 
classification purposes in model prediction will be allocated 
a value of “1”. The negative class or majority slight class will 
be assigned a value of “0”. The result obtained after merging 
the two minority classes is shown in Fig. 2.  

Fig. 2.  Distribution of the merged classes. 

A slightly imbalanced dataset was obtained with a ratio of 
25:75, from which the classification models were built. 

G. Final dataset
We now have a clean dataset with 12,111 observations

and 30 variables, including the outcome. 

IV. METHODOLOGY

       In this work, the experimentation was based on five 
machine learning algorithms namely support vector machine, 
gradient boosting, logistic regression, random forest and 
naïve Bayes. Different split ratios (75:25, 80:20 and 90:10) 
were employed for the training and test set respectively. SVM 
requires numerical inputs. Hence, the categorical variables 

were one-hot encoded. The numerical variables were scaled 
using the min-max normalization. To assess the performance 
of each model, the confusion matrix was considered. 

A. Logistic regression
Logistic regression utilizes the power of regression to

classify using maximum likelihood to fit a sigmoid curve on 
the target variable distribution. In this study, the logit is the 
natural logarithm of the odds or the likelihood ratio that the 
response is ‘1’ (KSI) opposing to ‘0’ (Slight). The probability 
‘p’ of a KSI accident is given by: 

𝑌𝑌 = 𝑅𝑅𝑃𝑃𝑙𝑙𝑃𝑃𝑡𝑡 =𝑅𝑅𝑃𝑃 𝑅𝑅𝑃𝑃 � 𝑝𝑝
1−𝑝𝑝

�  = 𝛽𝛽𝑋𝑋.     (1) 
Where ′𝑌𝑌′ is the dependent variable (Accident_Severity; 
𝑌𝑌=1, if every severity is KSI and 𝑌𝑌=0 if the severity is Slight), 
‘𝛽𝛽’ is a vector of parameters to be calculated and ‘𝑋𝑋’ is a 
vector of the predictors. 

B. Naïve Bayes
The naive Bayes classifier assumes that the existence (or

lack) of one class feature (i.e., attribute) has no bearing on the 
presence (or absence) of any other feature. The model uses 
trained data to compute the probability of each class and the 
conditional probability of each class given each ‘x’ value. It 
is effective for a large range of complicated problems [18]. 
The study of [19] concluded naïve Bayes to be more accurate 
than decision tree algorithm in predicting the severity of an 
accident.  

C. Decision tree
The decision tree can be employed to solve problems of

regression and classification. ID3, classification and 
regression trees algorithm, J48, alternating decision tree 
(ADTree) form part of the decision tree algorithms [20]. It 
can be used to visually and explicitly represent decisions and 
decision-making based on the lowest Gini index and highest 
information gain.  

D. Random Forest
It is an ensemble of many decision trees and can be used

in both classification and regression. RF is viewed as an 
improved method of the decision tree [21]. Being non-
parametric, RF does not require any formal distributional 
assumption. It can handle many predictor variables and 
missing data [22]. 

E. Support vector machine
     This machine learning model was initially used in 

training data where it could be separated without errors and 
later was extended to non-separable training data [23]. It is 
another supervised algorithm used in the analysis of both 
classification and regression. In this study, we experimented 
with the linear SVM. 

F. Gradient boosting
The Gradient Boosting method works by constructing a

series of successive decision trees, each of which seeks to 
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improve on the one before it by optimizing errors.  It is a 
stage-wise additive model, in which each weak learner is 
added one at a time, previous weak trees are left unmodified 
and the model is trained by iteratively improving each tree 
[12]. 

G. Confusion matrix
The classifying ability of the learned models was

assessed as per the confusion matrix in Fig. 3. 

Actual values 
KSI Slight 

Predicted 
values 

KSI TP FP 

Slight FN TN 
Fig. 3.  (2x2) confusion matrix. 

True Positive (TP) refers to the predicted positive 
outcome by the model that corresponds to the positive real 
value. True Negative (TN) is the predicted negative result that 
fits the actual value that was negative. False Positive (FP) is 
also termed as Type 1 error. It is the predicted positive value 
by the model that was incorrectly predicted as the real value 
was negative. False Negative (FN) also referred to as Type 2 
error is the forecasted negative value by the model that was 
wrongly predicted as the real value was positive. 
        In the context of this study, to gauge the performance of 
the algorithms, the accuracy and area under the receiver 
operating characteristic (ROC) curve were considered. 
Accuracy is a measure of the actual positives plus the actual 
negatives that are correctly classified in the test data. The 
higher is the area under the curve, the better is the classifier. 

V. RESULTS

Table 1 provides a holistic view of the metrics used to 
gauge the performance of the different classification models 
with their numerical results. 

Table 1. Accuracy of classifiers by different split ratios. 

Classifier algorithm 
Ratio of training set: test set 

  75:25   80:20   90:10 
SVM (linear) 76.8% 77.0% 77.8% 

Gradient boosting 82.9% 83.0% 83.2% 
Logistic regression 76.8% 77.0% 77.7% 

Random forest 78.7% 78.5% 77.4% 
Naïve Bayes 67.7% 67.1% 66.7% 

It is observed from Table 1 that the gradient boosting has 
the best performance irrespective of the ratio used when 
compared with the other classifiers.  However, its 
performance was the best for the split ratio of 90:10 yielding 
an accuracy of 83.2%, which concur with the results of [12] 
and [13]. The naïve Bayes was the only algorithm with an 
accuracy of less than 75% and was therefore not considered 

for other metrics calculation. This result is in contrast with the 
findings of [19]. The ability of the other remaining classifiers 
was appraised in terms of the AUC as shown in Fig. 5 which 
further confirms the superiority of the gradient boosting with 
an AUC value of 0.839.  Although the SVM and the LR had 
better accuracy than the RF, the latter had a better AUC value 
of 0.687 as compared to 0.652 for the other two classifiers.   

Fig. 5. Area under curve of classifiers. 

VI. CONCLUSION AND FUTURE WORK

     The primary objective of this study was to apply several 
accident severity prediction models using machine learning. 
The dataset was preprocessed to deal with all possible issues 
that affect the performance of machine learning algorithms. 
The different algorithms were made to learn from the training 
set and their performance was assessed on the test set. The 
two minority classes were merged to deal with the 
imbalanced problem. The classifications were made 
according to a 2x2 table through a confusion matrix and a 
model’s performance was established based on accuracy and 
the area under curve. The gradient boosting with an accuracy 
of 83.2% and an AUC of 83.9% showed better performance 
in terms of classifying the minority and majority classes. As 
an improvement to this work, it is proposed that the k-fold 
cross validation be carried out as a means to detect any 
over/underfitting. Other models like the artificial neural 
network (ANN), SVM with different kernels and other deep 
learning models may be implemented and compared. 
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Abstract- Open Educational Resources has gained 
momentum during the past decade as a way of sharing 
educational resources with the learning community. This 
initiative has been very influential in changing the 
learning culture of higher education worldwide. 
However, there is a dearth of literature on OER usage, 
particularly among higher education students in 
developing countries, despite the fact that, higher 
education students in developing countries are portrayed 
as the primary beneficiaries of such initiatives. The aim of 
this study was to examine the awareness and perceived 
barriers of using OERs at the University of Vocational 
Technology. Data were gathered using a survey 
questionnaire from undergraduate students representing 
ICT and Food Technology degree programs (n=150). The 
findings revealed that a significant proportion of students 
were having less awareness of OER. It was observed that 
students face many barriers in using OER such as search 
techniques, content   and environmental issues. According 
to the study, university and faculty members should take 
the lead in practice and dissemination of the concept of 
OER among students in order to encourage adoption of 
this valuable initiative. 

Keywords — Open Educational Resources (OER), 
student perception, barriers in OER  

I. INTRODUCTION 
The emergence of Open  Educational Resources (OER)  is 

one of the most significant educational innovations in recent 
developments of open education[9][10]. OER is a relatively 
new concept in the field of Open Education, defined by 
UNESCO as "teaching, learning, and research materials in any 
medium, digital or otherwise, that reside in the public domain 
or have been released under an open license that permits no-
cost access, use, adaptation, and redistribution by others with 
no or limited restrictions."[11] The recent definition proposed 

by the Organization for Economic Cooperation and 
Development (OECD) is "digitized materials offered freely 
and openly for educators, students, and self-learners to use and 
reuse for teaching, learning, and research." [10] 

OER is originated from the common and widespread 
practice of creating and sharing learning resources where 
MIT's Open Courseware (OCW)project is frequently cited as 
the first example of OER. Since then, OCW has grown rapidly 
in both developed and developing countries [1][3] In 2017, 
UNESCO hosted the second World OER Congress, which 
resulted in OER action plan [12]. This policy recommended 
OER focus to its member countries as an enabler of open 
education towards innovative education and pedagogical 
strategy.   The goal is to increase stakeholder capacity to 
create, use, adapt, and redistribute open educational resources 
(OER); develop supportive OER policy; encourage the 
development of inclusive and equitable quality OER; foster 
the development of OER sustainability models; and facilitate 
international cooperation on OER. 

OER is still a relatively new concept in the Sri Lankan 
education system. In 2017 on par with the introduction of 
sustainability bill in line with United Nations' Sustainable 
Development Goals, adoption of OER for teaching and 
learning  is promoted as  sustainable education practice. Open 
University of Sri Lanka had been pioneering in introducing 
OER concept to the country , where several studies have been 
conducted to promote OER adoption by practitioners[5] 
Aaccording to Karunanayaka, Fernando & De Silva [6] 
practitioners' awareness of OER was extremely low, but their 
readiness and motivation to adopt the concept was seen quite 
high. 

Previous research has emphasized the importance of 
establishing close collaboration between researchers and 
practitioners in awareness-raising and capacity-building 
initiatives, as well as the importance of designing appropriate 
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experiences in a systematic manner [6] Existing literature, 
however, fails to provide sufficient evidence on the 
utilization of OCR among student groups in Sri Lanka. 
Therefore, aim of this research is to investigate the awareness 
and perception of using OER among undergraduate students 
of Sri Lanka. 

II. OBJECTIVES 
The objective of this research is to investigate the 

awareness and perception of using OER among undergraduate 
students of the University of Vocational Technology, Sri 
Lanka. 

III. METHODOLOGY 
The target population was undergraduate students in 

University of Vocational Technology, Sri Lanka. Student 
groups of two degree programs of the University of 
Vocational Technology were selected as the sample.  A total 
of 150 students were selected from two degree programs as 
per the convenient sampling method. The survey was done 
using online methods by posting questions using Google web 
form. 

To identify undergraduate students’ awareness and 
perceptions on OER survey instrument was developed based 
on the OCED’s definition on OER (2007) and adapted 
version of survey items developed by Hu, E. et al [4] 
 

The survey instrument included eight items. Demographic 
data were gathered in the first part and OER usage was 
investigated using five items indicating, OER usage 
experience, Where OER  information received, purpose of 
OER usage , Frequency of using OER, Frequently used OER 
content, and Barriers /Issues in using OER is queried using 
open-ended question and focus group discussion .The data 
obtained were analyzed using descriptive statistics. 

 

IV. RESULTS AND DISCUSSION 
Among the 150 students who participated for the survey 

82( 55%) were male students and 68 (45%) were female,  80 
(53%) were from ICT degree and  70 ( 47%) were from Food 
Technology degree,26 (17%) were first years students, 45 
(30%) were second year students and 79 (53%) were from 
third year students. The table 01 shows the details of 
participants’ distribution in terms of demographical variables 
of gender, Degree and academic year. 

Table 1: Respondent demographics ( n=150) 

Personal characteristics Sample Percent     (%) 

Gender    

   Male 82 55% 

   Female  45 30% 

Degree Programme   

   B.Tech ICT 80 53% 

   B.Tech FT 70 47% 

Academic Year    

   Year 01 26 17% 

   Year 02 45 30% 

   Year 03  79 53% 

 

Awareness and OER usage patterns of undergraduates are 
summarized in Table 2. As per the survey results, only 29% 
of respondents had experience in using OER.and the majority 
of respondents had no  experience in OER usage. (71%)  
Among the 29% of the students who have OER experience, 
indicated  they got to know about OER via other students ( 
50%) ,by search engines (27%) and though Faculty members 
(23%).With regard to the purpose of using OER 68% students 
indicated that they used OER for their personal needs , 11% 
used to get content of other disciplines  ,9% used OER to view 
and listen to other scholars’ work. 

In terms of frequency of OER usage , 59% indicated that 
the frequency vary with the requirement. 27% used OER 
weekly . only small percentage of students (5%) used OER 
daily. With respect to mostly used OER content, it was noted 
that video was the most popular with 57%, while 23% listed 
text discussions 9% and other content 11%. 
Table 2 : OER usage of undergraduate students  

OER usage status Number Percent(%) 
OER usage experience   
Have OER usage experience 44 29% 
Have no OER usage experience 106 71% 
Channel to get to know OER   
Search engine 12 27% 
Other students 22 50% 
Faculty members  10 23% 
Purpose of using OER   
To assist personal learning 30 68% 
To get to know content in other 
disciplines  

5 11% 

To view other scholars’ work  4 9% 
Frequency of using OER   
Monthly 4 9% 
weekday  12 27% 
daily  2 5% 
As per the requirement  26 59% 
Most frequently used OER 
content 

  

Video 25 57% 
Text 10 23% 
Online messaging and 
discussions 

4 9% 

Other contents 5 11% 
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Perceived barriers to OER usage:  

Students perceived several barriers to using OERs, 
including a lack of understanding of what OERs are and their 
usability. Many students have stated that they have used some 
form of OER without fully comprehending its benefits. 
Faculty members have not encouraged students to use OER 
for learning and information on OER are not readily available 
to the undergraduate students  

Some students were resistant to learning through online 
means. Those who are aware of OERs claim that there are few 
repositories that provide high-quality learning materials and 
are difficult to find such. There are only a few subjects and 
disciplines covered, and not sufficient learning material 
present. Also there was no suitable platform to communicate 
and interact on the websites of OER. 

Based on the analysis of students' perceived barriers to 
using OERs, it is strongly recommended that university 
should promote the OER initiative to raise student awareness. 
The advisory role of faculty members, in particular, is highly 
recommended. Many students had no idea how to look for 
OER in their subject discipline. To narrow this gap, providing 
an OER database to undergraduates is a good option. 

V. CONCLUSION  
According to the findings of this study, undergraduate 

students' awareness and use of open educational resources 
(OER) at University of Vocational Technology with 
reference to the two degree programs studied are at a bare 
minimum. Faculty members’ contribution towards making 
students aware of OER and have taught students how to use 
them, were also less according to the findings. University 
should implement special initiatives to introduce OER to their 
students in order to broaden the influence of OER and 
effectively advance quality education. 
 

Furthermore, the findings of this study should inform 
university authorities about potential barriers to using OER 
and help them develop strategies to overcome these barriers 
in the context of the institutional environment. As suggested 
in focus group discussions, awareness sessions, faculty 
member involvement, creating OER database may help in 
minimizing potential barriers of using OER among students. 
 

Because the scope was limited to an exploratory study of 
two degree programs at one university, the findings cannot be 
generalized. A discipline-specific instrument, which was not 
considered in this study, may also reflect more authentically 
and effectively on students' actual perceptions of OER usage. 
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Abstract-Mobile learning is a widely used teaching and 
learning method and a Mobile learning management 
system is a part of the mobile learning process. During the 
pandemic period, the demand for mobile learning raised 
rapidly and is continuing to rise. After the pandemic if 
academic institutions hope to continue this trend, it is 
important to know about students’ intention to use this 
Mobile learning management system in the future. 
Without knowing this continuing this application in the 
future is a risk for the organization as well as a negative 
factor for users’ satisfaction. The evidence from past 
literature in this regard is lacking. Therefore, the objective 
of this study is to examine the continued intention of Sri 
Lankan postgraduate's mobile learning management 
system use in the future. The variables that might influence 
their continued intention of using this Mobile learning 
management system are identified from previous literature 
and based on that conceptual framework and hypothesis of 
the study developed. This study used quantitative 
techniques and data collected from 119 postgraduate 
students of one of the reputed state university in Sri Lanka 
by employing a convenience sampling technique. The data 
was analyzed using SPSS 25 statistical software package. 
The results of the study showed that direct utilization, ease 
of use, mobility value, academic relevance, and university 
management support will have a significant impact on the 
post-graduates' intent on the mobile learning management 
system in their future academic pursuits. This study 
provides theoretical and practical insights for researchers 
and practitioners about M-LMS usage and future 
implications. The data included postgraduates only from 
one state university which is the major limitation of this 
study.  
 

Keywords - Continuous intention of adopt M-LMS, M-
LMS, Mobile learning (M-Learning) 

I. INTRODUCTION 
The rapid development of technologies influences every 

field of business and transforms into many convenient forms 
that ensure higher satisfaction of its users (Han & Shin, 2016). 

Mobile learning is one of the dynamically growing trends in 
the educational field and the expansion of these digital 
technologies enables continuous development (Han & Shin, 
2016). In the past two years from 2020 to 2021, the world 
suffering from the COVID-19 virus, and alternative 
mechanisms to physical teaching to continue academic 
activities without interruption from the pandemic are used. 
Developing countries are not ready to fully accept that 
challenge compared with developed countries that are 
abundant in necessary infrastructure and other necessities to 
face this new circumstance, (Gao, Krogstie, & Siau, 2014). In 
Sri due to the Covid situation all physical academic activities 
were temporarily stopped, and educational institutions started 
teaching using alternative mechanisms. Mobile learning was 
one of them that is popular in developing contexts. Sharma and 
Kitchens (2004) defined mobile learning as a new style of 
learning enabled by mobile devices, which include ubiquitous 
communication technologies and sophisticated user interfaces. 
With the advent of mobile learning, students may now 
experience a teaching atmosphere on their mobile devices 
(Brantes Ferreira, Zanela Klein, Freitas, & Schlemmer, 2013). 
Many innovative mobile services entered the university 
educational systems due to the pandemic situation (Qashou, 
2021). Moreover, most of the past studies emphasized that 
using mobile learning was related to higher exam scores (Han 
and Shin, 2016).  

In the advancement of mobile learning, numerous 
applications including the existing learning management 
system (LMS) needed to improve as compatible to bring a 
better user experience (Nguyen, Barton, & Nguyen, 2015). 
This advanced form of the learning management system which 
provides access via mobile devices is known as a mobile 
learning management system (M-LMS) (Brantes Ferreira, 
Zanela Klein, Freitas, & Schlemmer, 2013). M-LMS is a type 
of mobile learning platform that allows academics and students 
to access lessons on their mobile devices at any location and at 
any time (Nguyen et al., 2015).  
Currently, educational institutions are gradually reopening for 
physical education but continue the use of mobile learning. 
Thus, this trend will continue. Most of the businesses promote 
work from home concept due to the advantages that are 
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incorporated, and, in education, it is similar. (Brantes et al., 
2013). If this tendency persists in the future, it is important to 
be aware of the continuing intentions of the practices that use 
it. 

Literature regarding the use M-LMS in the education sector 
in the past is limited. The availability of an M-LMS does not 
guarantee that students will utilize it in their daily academic 
activities continuously. Students' impressions of the system 
may be varying by different factors (Brantes et al., 2013). 
Some students were unaware of the system's potential utility 
(Nguyen, Barton, & Nguyen, 2015).  
Further, due to the lack of evidence on university students 
continued use of M-LMS this study tries to fill this empirical 
knowledge gap. 
 

The relevance of this m-LMS is especially important for 
online university students who are relatively old, part-time, 
and off-campus students (Qashou, 2021). According to 
Dahlstrom and Bichsel's (2014) research, older students are 
more likely to indicate that they learned best when a course 
was online, but younger students were more likely to report 
that they learned best when a course was completely online. 
The object of this study is to examine the factors that influence 
postgraduate students for continued use of M-LMS.  
 

II. LITERATURE REVIEW 
 

A. M -LMS 
Users can access learning materials via mobile learning 

management systems on portable wireless devices such as 
smartphones and tablets (Qashou, 2021).  
 
B. The continuous intention of using M-LMS 

Technology usage refers to either the amount of effort 
exerted in interacting with a particular technological system 
(Fitzgerald, 1993). From this perspective, continuous use of 
technology refers to a person's future desire, expectation, or 
goal to employ presently in use technology or system (Brantes 
et al., 2013). M-LMS is a technology-enabled system, and the 
current study focuses on the continuous intention of use- M-
LMS for their future learning activities. According to Ajzen 
and Fishbein, 1980 continuous intention is a measure of a 
person's propensity to keep on using technology or system. 
Several theoretical models have emphasized the significance 
of behavioral intention as the most important predictor of 
human behavior in the continuous use of technology (Lee & 
Rao, 2009). In the context of the present study, the intention 
was to assess if the postgraduates, who are using M-LMS for 
their academic activities, would be willing to continue in the 
future. 
 
 
 
C.  Theories of study variables 

Many prior studies used or expanded the Technology 
acceptance model (TAM) to investigate the adoption intention 

of mobile learning. Akman & Turhan (2017) used an extended 
TAM to investigate students' acceptance of online learning 
systems in higher education. Recent studies discovered that 
perceived usefulness and perceived ease of use were 
significant determinants of users' attitudes towards the use of 
online educational systems (Mehta, Morris, Swinnerton, & 
Homer, 2019). We construct an expanded TAM model to 
examine the adoption of M-LMS based on the facts supporting 
the TAM and its success in integrating other variables to better 
understand aspects linked to continuous intention to use M-
LMS. In addition to TAM's core constructs, three major 
predictors, Perceived Mobility Value (Huang, 2007), 
Academic Relevance (Venkatesh & Davis, 2000), and 
University Management Support (McGill, Klobas & Renzi, 
2014) are extracted from prior studies to explore students' 
continuous intention to use M-LMS within a university 
education setting. Based on that figure 1 conceptual 
framework was developed. 
 
 
D. Conceptualization 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 1. Conceptual framework Source: Author constructed, 2021 
 

E. Hypothesis development 
TAM is a user acceptance model that focuses on a 

system's perceived usefulness and perceived ease of use. The 
degree to which a person feels that using a given system will 
improve his or her job performance is referred to as perceived 
usefulness (Davis, 1989) and perceived ease of use refers to 
the degree to which a person feels that utilizing a certain 
system would be devoid of effort (Davis, 1989). These two 
variables had been tested in several empirical studies and 
found a positive association between these two variables with 
technology adoption intention (Salloum, Alhamad, Al-Emran, 
Monem & Shaalan, 2019). Further, it has proven as largely 
reliable in predicting user acceptance of new information 
technologies Pavlou, (2003); Gefen, (2003). Based on those 
following hypotheses were derived. 

H1: Perceive usefulness has a positive influence on 
continuous intention to use M-LMS. 
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H2: Perceive ease of use has a positive influence on 
continuous intention to use M-LMS. 

The extent to which users are aware of the flexibility of 
mobile services and systems is characterized as the perceived 
mobility (Rahmi, Birgoren,&Aktepe, 2018). Previous studies 
identified the positive effect of perceived mobility value on 
technology adoption and use for mobile learning (Huang et al., 
2007). Based on that following hypothesis was derived. 

H3: Perceived mobility value has a positive influence on 
continuous intention to use M-LMS. 

Academic relevance refers to the general significance of 
M-LMS in university education. (Venter, van Rensburg, & 
Davis, 2012). Venkatesh & Davis (2000) discovered that 
general relevance had a favorable effect on technology 
adoption and use. As a result, this study contends that 
academic relevance in general influences the intention of 
continuous use of M-LMS. As a result, the following 
hypothesis was derived. 

H4: Academic relevance has a positive influence on 
continuous intention to use M-LMS. 
University management support refers to the service provided 
by the administration and authorities of the university for the 
successful implementation of technology for students. Iqbal & 
Bhatti (2017) indicated the significance of university 
management support for mobile learning efforts in earlier 
studies (Saroia & Gao, 2019). Moreover, Venkatesh (2000) 
discovered that university management support had a 
significant impact on technology adoption and use. According 
to Barker, Krull, and Mallinson (2005), university support 
workers played a significant part in the day-to-day support and 
maintenance of their learning institution's mobile learning 
infrastructure. Based on that following hypothesis was 
derived. 

H5: University management support has a positive 
influence on continuous intention to use M-LMS. 

 

III. METHODOLOGY 
A descriptive research design was employed that allows 

assessing the associations between the variables described in 
the model. After reviewing the literature, five independent 
variables were identified and a conceptual framework for the 
study was developed using the five hypotheses.  

This study focuses on investigating the intention to 
continuous use of M-LMS in the future of the Sri Lankan 
postgraduates. Hence, the unit of analysis was the individual. 
The theoretical population of this study is postgraduate 
students at state universities in Sri Lanka. Due to the practical 
limitation and complexities, postgraduate students who are 
reading for Master of Business Administration(MBA) in one 
reputed state university in Colombo district of Sri Lanka was 
selected as the study population. Designed questionnaires were 
distributed among 150 postgraduates who are reading for their 
MBA.  By employing a convince sampling technique 119 
responses were gathered. The constructs of the research model 
were measured using previously validated instruments. The all 
the constructs used a five-point Likert scale where respondents 

marked their agreement scaling from strongly disagree (1) to 
strongly agree (5). Gathered data was analyzed by using SPSS 
25 version of the software package. 

 

IV. DATA ANALYSIS  
First, the normality was checked and the results indicated 

that the data set is normally distributed. Frequency analysis 
was used to describe sample composition. Consequently, the 
internal consistency of the constructs was tested using 
Cronbach alpha and all constructs met the threshold value of 
0.6 or above. Further, correlations among variables were tested 
using Pearson correlation and found no multi collinearity 
issues among the predictors as all the correlations among 
independent variables were reported below 0.44. The 
hypothesis was tested by using regression analysis results. 
 
A. Sample Composition 
Table 1. Sample composition 

Variable Category Frequency  Percentage (%) 

Age 

group  

20-25 17 14 

26-30 66 56 

31-35 32 27 

More than 36 4 3 

Gender 
Male 56 47 

Female 63 53 

The 

period 

that uses 

M-LMS 

1-3 months 42 35 

4 months to 6 

months 
18 

15 

1 year 51 43 

More than 1 

year 
8 

7 

Source: Survey Data, 2021 

B. Hypothesis testing 

The Adjusted R Square value amounts to 0.721. Thus, the 
regression model explains 72% of the variance in the intention 
to continuously use M-LMS with the five independent 
variables specified in the research model and the ANOVA test 
confirmed that the regression model is statistically significant 
(F = 76.689, P= 0.000) 
 

Based on the observed results in table 2, indicated that 
perceived usefulness, perceived ease of use, perceived 
mobility value, academic relevance, and university 
management support have a positive influence on postgraduate 
students’ continued intention to use M-LMS in the future. In 
sum, this study confirms the results of previous studies (Saroia 
& Gao, (2019); Ooi, Hew & Lee, (2018). Supporting H1, and 
H2 Perceived usefulness (β=0.444, sig =.001). and Perceived 
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ease of use (β=0.388, sig =.002) had a significant positive 
influence on postgraduate’s continuo intention to use M-LMS.  
 
Table 2. Regression results 

  

Unstandardized 

Coefficients 

t Sig.   B 

Std. 

Error 

Perceived 

usefulness 

.444 .091 4.926 .001 

Perceived 

mobility value 

.904 .168 5.368 .000 

Academic 

relevance 

.199 .052 3.692 .004 

University 

Management 

support 

.807 .168 5.368 .000 

Perceived ease 

of use 

.388 .137 3.068 .002 

Adjusted R 

Square 

.721 

ANOVA F = 76.689, (P= 0.000) 

Source: Survey Data, 2021 
 

Moreover, this study found empirical support for the H3, 
which claims that perceived mobility value (b =0.904 p = 
0.000) and academic relevance (b =0.199 p = 0.004) are having 
a significant positive influence on determining postgraduates 
continued intention to use M-LMS. The study also found that 
university management support (β=0.807, sig =.000) 
positively influenced on postgraduate’s continuo intention to 
use M-LMS. 

V. RESULTS AND DISCUSSION 
 

The observed results of the study indicate that the five 
variables selected has a significant positive influence on 
continuous intention of use M-LMS. Mainly postgraduates 
feel that using M-LMS use improve his or her academic 
performance and if they feel that utilizing M-LMS would be 
devoid of effort they intend to use M-LMS in the future. 
Moreover, when M-LMS consisted in flexibility benefit and 
characteristics postgraduates’ future intention will positively 
derive that for continued use of M-LMS in future. Further 
significance of using M-LMS will increase comparatively in 
academic activities it also becomes a reason to influence of 
Use M-LMS in continuously. Furthermore, study results reveal 
that if the administration and authorities of the university have 
positive support for their postgraduates regarding M-LMS it 
will positively influence the postgraduate’s continuous 
intention of using M-LMS in the future.  
 

From a theoretical standpoint, this research is regarded as 
valuable for academic research since it expands and improves 
knowledge of mobile learning uptake. This study contributed 
to the existing literature on the adoption of M-LMS. This study 
illustrates the robustness and explanatory power of the 
proposed TAM framework in predicting users' intention to 
adopt an M-LMS in a higher education setting. 
The findings enable the understanding of how university 
postgraduates’ students will engage with and realize the usage 
of an M-LMS. They provide insight into creating and 
deploying of mobile technologies for educational purposes. 
From the postgraduates’ perspective perceived ease of use, 
perceived usefulness, academic relevance, perceived mobility 
value, and university management support in M-LMS are the 
crucial aspects to ensuring continuous intention of use M-LMS 
in the future. Therefore, university administration authorities 
must consider these aspects because these affect the continued 
use of the system. Further this study provides insights to 
developers and service providers of mobile learning apps such 
as M-LMS to identify the important characteristics that would 
play a significant role in postgraduate users of M-LMS. 
 

We identified the following study limitations while 
proposing future research objectives in this work. Due to time 
and budgetary restrictions, the sample was limited to one state 
university respondent. Bigger sample size would enhance 
statistical power and provide more robust results (Hair et al., 
2010). Future research with a larger sample size covering 
postgraduates as well as undergraduates at other institutions is 
also recommended. This study applied a cross-sectional 
design, with data collected at a single moment in time. 
Students' continuous intention is considered a psychological 
concept that requires longitudinal empirical investigations to 
obtain a thorough understanding. Future studies using a 
longitudinal study methodology would substantially contribute 
to the literature. Compared to gathering responses to a 
questionnaire alternative technique, such as interviews, might 
allow for a more in-depth study of intention and its causes The 
study used only four factors based on TAM and empirical 
findings. Additional variables specified in other theories might 
have an impact on the continued intention of using M-LMS.  
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Index No: TL-30-56 
A Needs Analysis for English for Specific Purposes 

Online Course for Accounting: A Tertiary Level Sri Lankan 
 Study 

 
 

Abstract — Curriculum designing has been 
considering English for Specific Purposes pertaining to 
many areas of study to be delivered online. Accounting is 
yet another area of study which comes under 
Management studies. The present study addresses the 
need to develop a curriculum to meet the needs of the 
undergraduates in the field, making them ready for the 
world of work. The present research intends to investigate 
the subjective needs, present needs and target needs of the 
sample. The sample consists of fifty undergraduates at the 
Department of Accountancy, University of Kelaniya. In 
order to validate the industry needs, six industry 
professionals with more than seven years of experience 
are interviewed. The interviews are audio recorded and 
transcribed verbatim. The data gathered are analyzed 
mainly qualitatively however student questionnaire’s 
closed ended items in the Google Form are analyzed 
qualitatively using SPSS. The findings reveal that 
students are least confident about their speaking skills 
and expecting to improve both speaking and writing 
skills. According to the professionals, speaking, writing 
and reading are equally demanded at workplaces. 
Business emails, letters, presentations, conversations are 
said to be the most recurrent instances of English use. The 
methods of learning preferred are group work, pair work, 
grammar exercises, vocabulary exercises and individual 
work. Since the course is delivered online, the item which 
inquires about online learning gets positive responses 
from the majority although challenges are explained in 
the open-ended item that followed. However, in order to 
cater to the specific needs of Accounting students, both 
perceptions of students themselves and industry 
professionals are taken into account to create a more 
effective course with relevant content. 

Keywords — needs analysis for online English course, 
English for specific purposes, English for Accounting 
(online course) 

I. INTRODUCTION 
The needs analysis is conducted to design an English 

course- “English for Accounting”. The target audience is 
level one (first year) undergraduates of the Department of 
Accountancy, Faculty of Management Studies, University of 
Kelaniya. The author has been teaching the students for one 
Academic year. Currently, the duration of the course is two 
years and it is a Certificate course which is now a compulsory 
course unit in their first two academic years. Until half of the 
second semester, I, and the lecturers of all the departments of 
Faculty of Management Studies, have been using self-made 
materials out of a general textbook. However, we are now 
using a revised and a subject specific text material designed 
for all five departments of the Faculty of Management Studies 
which is more effective. 

II. OBJECTIVES 
The objective of conducting the current needs analysis for 

the Department of Accountancy is to investigate their own 
needs in the field of Accounting which could be different 
from that of any in the faculty along with the method of 
delivery being changed to “online” due to the pandemic. The 
study also attempts to investigate the role played by 
technology in the delivery of the course and discuss effective 
implementation methods. The present study is conducted to 
analyse the needs in order to design an effective course for 
the audience. Saragih [1] cites, setting up a new course means 
“a skillful blending of what is already known about language 
teaching and learning with the new elements that a group of 
learners bring to the classroom; their own needs, wants, 
attitudes, knowledge of the world”. Hence, the research 
extends to investigate the needs of the undergraduates of the 
Department of Accountancy.   

The research questions are as follows; 
i. How do students perceive their current proficiency? 
ii. What are the language needs in the industry of 

Accountancy? 
ii. What are students’ perceptions on the methods to be 

employed in the classroom? 
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III. METHODOLOGY 
The purpose of the needs analysis is to investigate the 

present needs of the undergraduates of the Department of 
Accountancy in order to design a course- English for 
Accountancy under ESP- English for Specific Purposes. The 
sample consists the students and the employees in the field. 
Fifty first undergraduates who are studying at the Department 
of Accountancy following either studying the Bachelor of 
Business Management (Special) Degree in accounting or 
Bachelor of Business Management Honors in Auditing and 
Forensic Accounting and six professionals in the field of 
accounting are selected. Purposive sampling is utilized in 
choosing the student sample whereas the employees are 
chosen according to convenient sampling technique. 
Hutchinson and Waters [2] discover learners’ needs and 
necessities and lacks and wants by a variety of means: “by 
testing, by questioning and interviewing, by recalling 
previous performance, by consulting employers, by collecting 
data such as textbooks and manuals and by investigating the 
situations where the learners will need to use the language [3] 
Hence, the present study also includes both parties; 
employees apart from students, in order to identify industry 
needs better. The study follows a mixed approach. The 
students are given a questionnaire comprising 21 items, a 
Google form with multiple choice questions and three open 
ended questions. The questionnaire is sectioned into four 
parts which elicited their Background, Current Proficiency, 
Strengths and Weaknesses and Subject Areas of Use in the 
Field.  On the other hand, a short Google questionnaire and 
short interviews are conducted to gather data. In fact, 
interviewing is considered an effective method of collecting 
more in-depth and emergent data [4] and qualitative research 
designs tend to work with a relatively small number of cases. 
The semi-structured interviews were audio-recorded and 
transcribed. 

IV. RESULTS AND DISCUSSION 
This section discusses the results and findings of the 

study. The quantitative data will be analyzed followed by 
qualitative data. Apart from student questionnaires, 
interviews with professionals are transcribed. As 
implemented in the ESP (English for Specific Purposes) study 
of Alsamadani [5]. The interview was used to support and/or 
explain the results obtained from the questionnaire. 
 

A. Background- Subjective Needs Analysis 
The participants of the Google questionnaire are fifty 

level I undergraduates at the department of Accountancy, 
University of Kelaniya where 96.2% belongs to the age range 
of 20-23. There are students from all provinces, however, the 
majority are from the Western Province. 96.2% of the 
participants state that their first language is Sinhala. The 
profile of the professionals is also equally important. All of 
them are from Western province. Four of the six participants 
have experience for 11 years or more while the other two 
participants have experience in the field for 7-10 years. This 
is evidence that they have been in the field for a considerably 
long period that they are able to share the experience over the 

years. The sample contains two Accountants, a Manager, an 
Assistant Manager and a Chief Accountant and a Deputy 
Auditor General.  

As for subjective needs and present situation analysis, 
item 06 in the student questionnaire inquires about whether 
they have learnt any courses beyond school learning. The 
results indicate that the majority which accounts for 78% 
have learnt English in school.  

As illustrated in Fig. 1, the majority of the students which 
accounts for 76% of the sample have learnt English in schools 
whereas few have gone beyond and either followed a 
certificate course, diploma or a private class.  
 

 
Fig. 1. Years of English Education 
 

B. The Need for English Skills in the field of Accounting 
(Present Situation Analysis) 
Table 1. Students Self-evaluation of English Proficiency 

 
 

One obvious advantage of needs analysis is that, by 
identifying them learners in general, needs analysis will 
identify the weaknesses and strengths of the skills that they 
may use in potential business or academic contexts) [5]. In 
Sri Lanka, there is the gap between the industry needs and 
existing English skills  

In order to investigate into that, the present level of 
proficiency in English, according to the students’ perceptions 
is taken into account. The rated their proficiency in a rating 
scale of 5, 5 being the highest. As for overall English 
proficiency, none of the participants rated 5= highest. 25 
accounting for 50% of the sample rated their proficiency as 
“average”, 36.5% as “weak”, and 1 student as “very weak”. 
Hence, there is the implication that the majority of the 
students are not very confident about their current knowledge 
of knowledge of English. However, an interesting finding is, 
the Professionals rated their overall proficiency, 2 of them as 
“very good”, another 2 as “Excellent” and the remaining 2 as 
“Good”.  

As illustrated in Table 1, at a glance it is evident that some 
skills need more attention and that the group is multi-level 
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everyway that there is a need to cater to the range of different 
proficiencies.  

C. Skills that needs Improvement (Lack Analysis) 
Item 7 of the questionnaire inquires whether the learners 

are more confident in speaking or writing. 73.1% of the 
participants are more confident in writing than speaking 
where 26.9% are more confident in speaking than in writing. 
Item 8 observes which productive skill they perceive that 
needs improvement.  

 
Fig. 2. Perceptions on Skills to be improved 

 

D. Tasks and Activities to be covered (Target Situation 
Analysis) 

According to Miyake and Tremaco [6], Target situation 
analysis refers to the tasks and activities in which English is 
used. Target needs, as defined by Hutchinson and Waters [2], 
refer to “what the learner needs to do in the target situation.” 
Their necessities, lacks and wants [5] have to be analyzed. 

 
Fig. 3. The Most Demanded Skill at the Workplace from the Perspective of 
Accounting Professionals 

Fig. 3 illustrates writing, speaking and reading as the most 
demanded skills at the workplace as rated by the professionals 
of accounting in the field. Notably, the skills are equally 
demanded. Parallel to the findings of the study by Alsamadani 
[5], writing skills probably out of the scant attention given to 
it, are perceived by as one of the most important targeted 
needs. However, as shown in Table one, there are many 
students who perceive they are not very good in those skills 
which is substantial and needs attention.  

Communication at the workplace is said to be demanded 
at several stages. The semi-structured interviews with the 
professionals revealed that there are challenges at workplaces 
unless the skills are developed. 

A communicative approach or a focus of communication 
needs to be integrated in the syllabus. In such an approach, 
‘while the teaching of structures, vocabulary and 
pronunciation are not neglected, learners are generally given 
the opportunity to communicate in speech and writing, with 
an emphasis on fluency and the primacy of communication’. 
In fact, this could benefit the undergraduates of Accounting.  

As described by the participants (Table 2), there are 
instances where English is required at the workplace. This is 
further investigated in two ways; the instances of English use 
and activities that would benefit.  

 
Fig. 4. Instances of English Use- Industry Professionals’ Perspective  

 

As illustrated in Fig. 4, the importance of several topics in 
curriculum designing can be influenced by the data collected. 
There are several topics and areas that are said to be of more 
relevance than the rest, moreover they need focus. Writing 
and speaking skills are demanded in various situations and 
contexts.   

Apart from that, item 19, open ended question of the 
student questionnaire inquires any other topics that is of 
interest which they think would benefit their career in the 
future. The very same question was asked from the industry 
professionals.  
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E. Learning Needs Analysis 

 
Fig. 5. Student Perceptions on Learning Activities 

Miyake and Tremarco [6] define learning needs as 
language learning information about the effective ways of 
learning the skills and language. This includes learning 
techniques and preferences. Thus, an item was included in the 
questionnaire in order to investigate their learning 
preferences. 

Fig. 5 illustrates the student preferences for various types 
of activities, how important they think it would be to practice 
them in the course. Since they are the stakeholders it is very 
important to take their opinion in this regard into account. 
Pronunciation practice activities, vocabulary exercises, 
grammar exercises and presentations are perceived as being 
of highest importance.  

Furthermore, since grammar teaching and standard 
pronunciation have been subjected to debates in second 
language contexts, it is beneficial to investigate how grammar 
and pronunciation practice which are identified as two of the 
most important areas that needs practice (Fig. 3). A question 
was posed at the industry professionals at the semi-structured 
interview to which they pinpointed that grammar is important 
in mainly writing due to the professionalism that it entails.  

F. Means Analysis 
Means analysis deals with the information about the 

environment in which the course will be run [6]. The intended 
course will be delivered either in an online environment or 
blended learning situation. It is important to know whether 
the stakeholders are able and willing to adapt to the 
environment in which the course will be delivered.  

 

Fig. 6. Perception on Platform where the Course is delivered 

Another item was included in the questionnaire in order 
to gather their overall perception about learning English 
online. However, some of them had concerns which can be 
related to “interaction”. The lessons, therefore, needs to be 
designed in such a way that it attempts to address the means, 
the platform in which the course will be delivered, to some 
extent.  

As illustrated in Table 1, at a glance it is evident that some 
skills need more attention and that the group is multi-level 
everyway that there is a need to cater to the range of different 
proficiencies.  

G. Skills that needs Improvement (Lack Analysis) 
Item 7 of the questionnaire inquires whether the learners 

are more confident in speaking or writing. 73.1% of the 
participants are more confident in writing than speaking 
where 26.9% are more confident in speaking than in writing. 
Item 8 observes which productive skill they perceive that 
needs improvement.  

 
Fig.7.  Perceptions on Skills to be improved 

H. Tasks and Activities to be covered (Target Situation 
Analysis) 

According to Miyake and Tremaco [6], Target situation 
analysis refers to the tasks and activities in which English is 
used. Target needs, as defined by Hutchinson and Waters [2], 
refer to “what the learner needs to do in the target situation.” 
Their necessities, lacks and wants [5] have to be analyzed. 

Fig. 8 illustrates writing, speaking and reading as the most 
demanded skills at the workplace as rated by the professionals 
of accounting in the field. Notably, the skills are equally 
demanded. Parallel to the findings of the study by Alsamadani 
[5], writing skills probably out of the scant attention given to 
it, are perceived by as one of the most important targeted 
needs. However, as shown in Table one, there are many  

Fig. 8. The Most Demanded Skill at the Workplace from the Perspective of 
Accounting Professionals 
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students who perceive they are not very good in those skills 
which is substantial and needs attention.  
 

Communication at the workplace is said to be demanded 
at several stages. The semi-structured interviews with the 
professionals revealed that there are challenges at workplaces 
unless the skills are developed. 

A communicative approach or a focus of communication 
needs to be integrated in the syllabus. In such an approach, 
‘while the teaching of structures, vocabulary and 
pronunciation are not neglected, learners are generally given 
the opportunity to communicate in speech and writing, with 
an emphasis on fluency and the primacy of communication’. 
In fact, this could benefit the undergraduates of Accounting.  

As described by the participants (Table 2), there are 
instances where English is required at the workplace. This is 
further investigated in two ways; the instances of English use 
and activities that would benefit.  

As illustrated in Fig. 8, the importance of several topics in 
curriculum designing can be influenced by the data collected. 
There are several topics and areas that are said to be of more 
relevance than the rest, moreover they need focus. Writing 
and speaking skills are demanded in various situations and 
contexts.   

Apart from that, item 19, open ended question of the 
student questionnaire inquires any other topics that is of 
interest which they think would benefit their career in the 
future. The very same question was asked from the industry 
professionals.  

 
Fig. 9. Instances of English Use- Industry Professionals’ Perspective  

I. Learning Needs Analysis 
Miyake and Tremarco [6] define learning needs as 

language learning information about the effective ways of 
learning the skills and language. This includes learning 
techniques and preferences. Thus, an item was included in the 
questionnaire in order to investigate their learning 
preferences. 

 
Fig. 10. Student Perceptions on Learning Activities 

Fig. 10 illustrates the student preferences for various types 
of activities, how important they think it would be to practice 
them in the course. Since they are the stakeholders it is very 
important to take their opinion in this regard into account. 
Pronunciation practice activities, vocabulary exercises, 
grammar exercises and presentations are perceived as being 
of highest importance.  

Furthermore, since grammar teaching and standard 
pronunciation have been subjected to debates in second 
language contexts, it is beneficial to investigate how grammar 
and pronunciation practice which are identified as two of the 
most important areas that needs practice (Fig 8). A question 
was posed at the industry professionals at the semi-structured 
interview to which they pinpointed that grammar is important 
in mainly writing due to the professionalism that it entails.  

 

J. Means Analysis 
Means analysis deals with the information about the 

environment in which the course will be run [6]. The intended 
course will be delivered either in an online environment or 
blended learning situation. It is important to know whether 
the stakeholders are able and willing to adapt to the 
environment in which the course will be delivered.  

 

 
 Fig. 11. Perception on Platform where the Course is delivered 

Another item was included in the questionnaire in order 
to gather their overall perception about learning English 
online. However, some of them had concerns which can be 
related to “interaction”. The lessons, therefore, needs to be 
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designed in such a way that it attempts to address the means, 
the platform in which the course will be delivered, to some 
extent. 

V. CONCLUSION 
The research found that the majority of the stakeholders of 

the course have followed English in school. They are more 
confident in writing skills than speaking. Majority of the 
sample rated that they are “not proficient” in speaking and 
good in “reading”. This correlates with the findings of 
Rahmatunisa and Augustiana [8] needs analysis for 
Indonesian Accounting students where the sample indicated 
lower proficiency for “speaking”.  As for productive skills, 
however, the present sample perceives that they need to 
improve both writing and speaking skills. The most demanded 
skills in industry environment are speaking, reading and 
writing. This corresponds to Alsamadani’s  [5] finding that 
writing skill, although neglected, is very important in 
workplaces.  

The needs analysis also focuses on the English use in the 
workplace (see Fig. 8). The findings indicate that email 
writing, business documents and letters, interviews, money 
and finance, computers and technology and transactions are 
very relevant topics.  

Learning needs analysis have provided insight into the 
type of activities that would benefit the target learners. The 
participants highly prefer grammar activities, vocabulary 
activities, pronunciation related activities, presentations, 
group work/pair work etc. Similar findings are indicated in 
Rahmatunisa and Augustiana  [8] research where the sample 
prefers “group learning”. The course can be designed in a way 
to in-cooperate a range of activities. Furthermore, although the 
students have a positive attitude on online learning, where the 
course will be delivered, the answers to the open ended 
question suggested that there are several challenges pertaining 
to interaction and speech practice that needs attention in 
curriculum design.  

Especially in ESP courses, the contexts need to be taken 
into account since more focus is placed on the utility value of 
language. The present study attempts to discuss the present 
needs, subjective needs, target needs, lacks analysis and means 

analysis of a Needs Analysis research to design an English 
course for Accounting. Further research can be conducted with 
a different sample (2nd year/ 3rd year) if an extended course 
needs to be designed. Due to the pandemic in the time of 
conducting student data were gathered using a Google form. 
Probably, interviews with some students would have provided 
more insight since they will be less restricted. Further research 
can implement different instruments of data collection and 
analysis.  

In a teaching perspective, a curriculum, although is a 
guidance of teaching could be and needs to be altered to 
different environments. As Nation and Macalister [3] states, 
even where a course uses a prescribed textbook, has an 
externally imposed syllabus, or leads up to an externally set 
test, there are still plenty of opportunities for negotiation, 
particularly as to how activities are carried out and how 
internal assessment is done. Hence, individual needs of the 
particular group of learners are non-negligible in every stage 
of teaching, from curriculum design to lesson planning. 
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Relationship between Demographic Factors and the Misuse of 

Recreational Drugs among the Students of the Faculty of 
Science of the University of Kelaniya

 

  

 

Abstract — Drug abuse has been identified as a 
global health issue. It can be identified as one of the root 
causes of destroying peoples’ lives and souls. This has a 
huge impact on their academic performance as well as 
the productivity of their lives. This study has explored 
the factors affecting the misuse of recreational drugs 
among university students. The main objective of the 
study was to identify the relationship between 
demographic factors and the misuse of recreational 
drugs among the students of the Faculty of Science of 
the University of Kelaniya. Data were collected through 
an online questionnaire survey. Snowball sampling was 
used as the sampling technique. A descriptive analysis 
was performed and a binary logistic regression, 
Support Vector Machine (SVM), and Probabilistic 
Neural Network (PNN) were used to evaluate the best 
statistical model to predict drug usage. Participants 
included 220 students from the Faculty of Science of the 
University of Kelaniya. The descriptive analysis showed 
that male drug usage was higher than female drug 
usage. Also, the drug consumption of the third-year 
students was higher than the other students. Students 
whose parents were illiterate showed a higher value of 
drug consumption than the other students. Also, the 
drug usage among the students who lived in the hostel 
was significantly higher than the others. It was also 
revealed that the most commonly used drug is alcohol. 
Among the fitted models, SVM Non-Random spilt 
model showed the highest accuracy (93.1818%) in 
predicting drug usage. Based on the results, gender, 
religion, year of study, involvement of a part-time job, 
participation in the sports activities, financial support 
from bursary or mahapola, mother’s education level, 
father’s occupation, ethnicity, marital status of the 
parents were identified as the associated factors of the 
drug usage among the students.     

Keywords — Alcohol, Drug abuse, Drug usage 

I. INTRODUCTION 
Human beings have had a deep connection to their social 

environment since past time, and have therefore maintained 
an intimate, cooperative, and long-term relationship with 
one another. As can be seen throughout history, people 
adapted and coordinated themselves to achieve their 
common goals, and this generally resulted in positive and 
desired outcomes. Globalization has fundamentally altered 
the essence of traditional society, transforming it into a 
tangle of contradictions unlike anything seen before in any 
conventional society. These changes and complexities have 
resulted in, and continue to result in, a variety of social 
issues among citizens. Teenage pregnancy, drug addiction, 
poverty, domestic violence, child abuse, trafficking, traffic 
accidents, divorce, and crime are only a few examples of 
today's social issues, many of which have negative 
implications for individuals and communities. Drug abuse 
has recently emerged as one of the world's most significant 
social issues. This problem hasn't an age limit. In every age 
limit, people are addicted to this matter. Substance abuse 
among youth is a huge problem. University students are 
facing this problem at that moment. The majority of drug 
users will argue that using drugs is a personal matter and 
that their actions affect only them and not others. Everyone 
knows, however, that it is not as easy as the drug addicts 
say. It is a well-known fact that drug addiction influences 
not only drug users, but also their families, culture, and 
world. Drug abuse is not a straightforward issue that just 
affects a few people. It is a multi-faceted, all-encompassing 
social phenomenon that affects almost every country in the 
world. Drug misuse and addiction are not new occurrences. 
Millions of people all over the world have lost control of 
their lives as a result of drug addiction. In particular, illegal 
drug use has increased dramatically across the world in 
recent decades. Many people have begun to use drugs 
without realizing the harmful effects that these substances 
can have on their own lives and the lives of their 
dependents. In the origin, People only used drugs on rare 
occasions at first, and they were capable of handling 
themselves in unusual circumstances. However, the scene 
has gradually changed as drugs have taken hold of people's 
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lives and made them believe they could not survive without 
them. Drug abuse has enslaved a large portion of the 
population in many countries around the world today, 
which is tragic. Drug addiction has now been added to the 
list of social problems, and it is particularly noticeable 
among the poor, and working population of Sri Lanka.[1] 

This research has explored the Relationship between 
Demographic Factors and Misuse of Recreational Drugs 
among the Students of the Faculty of Science of the 
University of Kelaniya.   The demographic factors of the 
students were considered for the analysis. Namely, Gender, 
Ethnicity, Religion, Accommodation place, Marital status 
of parents, Life status of parents, Father’s Occupation, 
Father’s Education Level, Mother’s Education Level, 
Scholarship status, Engagement of the part-time jobs, 
Engagement in sports activities, Accommodation place and 
year of study at university. These factors were identified by 
studying the relevant research papers. These variables were 
used to find the determinants of drug usage and to develop 
a statistical model to predict drug usage 

II. OBJECTIVES 
The main objective of this study was to identify the 

relationship between demographic factors and misuse of 
recreational drugs among university students. Also, this 
study helped to identify the present situation of drug 
addiction among the Students of the Faculty of Science of 
the University of Kelaniya, Which year university students 
more use drugs, Investigate the drug abuse of students who 
participates in sports, Investigate the drug abuse of students 
who do a part time job, Develop a statistical model to 
predict the drug usage, Identify the types of drug currently 
being used by university students, their involvement in 
multiple drug misuse and drugs combinations, To 
determine the frequency of drug abuse in a sample of a 
university student. And also, the demographic variables 
were used to find the determinants of the drug usage and to 
develop a statistical model to predict the drug usage.  

III. METHODOLOGY 
 In this study gender, ethnicity, religion, marital status 
of parents, life status of parents, father education, mother 
education, father occupation, accommodation, year, the 
status of the scholarships (Mahapola/bursary), engagement 
in a part-time job, and engagement in sports were used to 
find out the influence on the drug usage of the university 
students. All the outputs of the research are obtained with 
the use of Minitab, SPSS, and MATLAB software. A 
sample of 220 students who are studying at the Faculty of 
Science of the University of Kelaniya was used in this 
research. The sample was obtained with the use of the 
Snowball Sampling procedure. A descriptive analysis was 
carried out to check the composition of the sample. 
Correlation analysis was conducted using the Chi-square 
test in order to find out the most influential factors of drug 
usage. After checking the association between the 
independent variables and the dependent variable, the 
following variables were identified as they were having a 

significant association with the response variable. Gender, 
Religion, Father’s Occupation, Year of study, Engagement 
in a part-time job, Engagement in sports activities. These 
variables were used to fit the binary logistic regression 
model in order to predict drug usage. Since the VIF for all 
independent variable were less than 10 multicollinearity 
was identified among the independent variables. Support 
Vector Machine (SVM) random split and nonrandom split 
data divide method and Probabilistic Neural Network 
(PNN) random split and nonrandom split data divide 
methods were used to evaluate the best statistical model to 
predict drug usage. The polynomial kernel function has 
been chosen as the optimal kernel function in the SVM. 0.1 
was the optimal spread parameter in the PNN. Model 
diagnostic analysis was carried out to check the accuracy 
of all the fitted models. 

IV. RESULTS AND DISCUSSION 
According to the fitted binary logistic regression model, 

male drug usage is 2.008 higher than the females. For 
students who are doing a part-time job their drug 
consumption value is higher at 1.564 than the students who 
are not doing a part-time job. Drug consumption of the 
students who are engaged in Sports is 0.493 times higher 
than a student who is not doing sports. Third-year students’ 
drug consumption and second-year students’ drug 
composition are higher than the fourth-year students’ drug 
composition. As a value, it is 1.289 times and 0.066 times 
respectively. Third-year students’ drug consumption is 
1.494 times higher than first-year students. Drug usage of 
Hindu students is 2.946 times higher than the drug usage of 
Muslim students and 1.411 higher than Buddhists. 
Christian students’ drug consumption is 2.079 times higher 
than muslin students’ drug consumption. The students 
whose father works in the private sector have used drugs 
1.328 times higher than students whose father is 
Unemployed (base category). 
According to the Table 1, we can conclude that the Gender, 
Part-time job variable (Do you do any part-time job?), Year 
3, Hinduism (Religion), variables are significant in the 
fitted model. Since they are positively correlated, they have 
a positive association with students’ drug usage after 
controlling other variables.  

 Based on the results of binary logistic analysis Gender, 
part-time job, Year 3, Hinduism (Religion) variables are the 
only influenced factor for drug usage from the final model 
with the accuracy of 79.1% correctly classified. 
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Table 1: Variable in the Equation Table  

 Then fitted the support vector machine to the data set. 
First, we divide the data set-in two-part training set and 
testing set. In the analysis below the two sets are divided as 
80% training set and 20% testing set. Artificial Neural 
network modeling has been carried out using MATLAB 
mathematical software. To measure the performance using 
a classification matrix. First, we divide the whole data set 
nonrandom split. This data set has fourteen variables. 
Firstly, label the demographic variable Gender(G), 
Ethnicity(E), Religion(R), Marital Status of Parents (MS), 
Life Status of Parents (LS), Father Education (FE), Mother 
Education(ME), Father Occupation (FO), 
Accommodation(A), Bursary/Mahapola (BM), Part-time 
job(P), Sports(S), Year(Y). Then remove one by one 
variable and checked the accuracy. Then checked the most 
accurate input combination by removing one by one 
variable out of fourteen variables. Father Occupation, Part 
time job, Mother Education, Religion, Marital Status, 
Sport, Year, Gender, Ethnicity and student have a bursary 
or mahapola variables were included most accuracy input 
combination model. Then did the parameter adjustment of 
this model. There are many Kernel Functions that can be 
used in support vector machine. Polynomial, Gaussian, Rbf 
(Radial Basis Function), Linear kernel are the most 
commonly used Kernel Function. When the Kernel 
Function change while all other factors are Keep Constant. 
Gaussian Kernel Function and Rbf Kernel Function have 
the almost same performance in this SVM. All the other 
kernel function performance was lesser than the 
polynomial kernel function performance. Therefore, the 
polynomial Kernel function has been chosen as the kernel 
function in the SVM. After changing the kernel function in 
the SVM final model has included the polynomial kernel 
function and Father Occupation, Part time job, Mother 
Education, Religion, Marital Status, Sport, Year, Gender, 
Ethnicity and student have a bursary or mahapola input 
variables. 
Table 2. Overall performance of SVM Non-Random Split model 

Accuracy Misclassification Precision Recall F-
measure 

93.1818 6.82 0.89 0.94 0.91 
 

 
Fig. 1. Classification Chart 

1-Not Use Drug, 2- Drug Use 

This is the classification matrix of the optimum model 
Out of the training data set, the model predicts the 25 
students are not using the drug. They are actually not drug 
use students. And also, the model predicts that 16 students 
are used drug. They are actually drug used students. The 
model predicts the two students are not used drugs. But 
actually, they have used drugs. And also, the model predicts 
the one student who used a drug. But actually, this student 
not used the drug  

Then checked the SVM model by using the random split 
data dividen method. This method firstly identified the 
most accurate input combination. Removed one by one 
variable in the full model and checked the accuracy. Then 
we identified the less accurate variable in the full model. 
Accommodation(A), Life Status of Parents (LS), 
Ethnicity(E), Father Occupation (FO), Marital Status 
Parents (MS) variable have the lowest association in this 
SVM random split data dividen model. Then removed the 
lowest association variables combination. Checked the 
highest accuracy model. Father Occupation (FO), Marital 
Status of Parents (MS), Religion(R), Mother Education 
(ME), Sport(S), Student who have Bursary or Mahapola 
(BM), Part-time job(P), Gender(G), Year(Y) Variables 
were included highest accuracy random split support vector 
machine model. Then did the parameter adjustment of this 
model. There are many Kernel Functions that can be used 
in support vector machine. Polynomial, Gaussian, Rbf 
(Radial Basis Function), Linear kernel are the most 
commonly used Kernel Function. When the Kernel 
Function change while all other factors are Keep Constant. 
Gaussian Kernel Function and Rbf Kernel Function have 
the almost same performance in this SVM. All the other 
kernel function performances are lesser than the 
polynomial kernel function performance. Therefore, the 
polynomial Kernel function has been chosen as the kernel 
function in the SVM. After changing the kernel function in 
the SVM final model has included the polynomial kernel 
function and Father Occupation, Part time job, Mother 
Education, Religion, Marital Status, Sport, Year, Gender 
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and student have a bursary or mahapola input variables. 
The below table shows the performance statistic of the 
fitted model. 

 
Table 3. Overall performance of SVM Random Split model 

Accuracy Misclassification Precision Recall F-
measure 

77.95 22.05 0.82 0.82 0.82 

  

Then fitted the Probabilistic Neural Network model to 
the data set. First, we divide the data set-in two-part training 
set and testing set. In the analysis below the two sets are 
divided as 80% training set and 20% testing set. Artificial 
Neural network modeling has been carried out using 
MATLAB mathematical software. To measure the 
performance using a classification matrix. 

This data set have fourteen variables. In this section to 
identify what are optimum input combination. Firstly, label 
the demographic variable Gender(G), Ethnicity(E), 
Religion(R), Marital Status of Parents (MS), Life Status of 
Parents (LS), Father Education (FE), Mother Education 
(ME), Father Occupation (FO), Accommodation(A), 
Bursary/Mahapola (BM), Part-time job(P), Sports(S), 
Year(Y)these inputs were presented to the network in 
different combinations and the optimum combination of 
inputs. Performance measures were used to identify the 
best input combination. All the other factors and 
parameters in the network were kept constant during the 
training process. Marital Status of Parents, Sports, Gender, 
Religion, Life Status of Parents, Student have Bursary or 
Mahapola, Year these inputs variables were identified 
highest accuracy model. PNN has only one parameter 
adjustment. It is the spread parameter. After getting the 
optimum input combination model then we changed the 
spread parameter. The spread parameter should be near 
zero. Because The network performs the function of the 
closest neighbor classifier. As the spread widens, the 
designed network considers many nearby design vectors. 

 
Table 4. Performance of different Spread Parameter in PNN For Non-
Random Split 

 
Sprea

d 

Accurac

y 

Misclassificatio

n 

Precisio

n 

Recal

l 

F-

measur

e 

0.1 90.91 9.09 0.93 0.82 0.88 

0.2 90.91 9.09 0.88 0.88 0.88 

0.3 90.91 9.09 0.88 0.88 0.88 

0.4 90.91 9.09 0.88 0.88 0.88 

0.5 90.91 9.09 0.88 0.88 0.88 

 
According to the above table, we can conclude that the 

optimal model is the first model. This model spread 
parameter 0.1 and it has the highest Precision than the other 

model. All the models have the same accuracy and 
misclassification rate. After increasing the spread 
parameter to 0.1 all the performance values are the same. 

Changing the spread parameter in the PNN final model 
has included the polynomial 0.1 spread parameter and 
Mother Education, Religion, Life Status of Parents, Sport, 
Year, Gender and student have a bursary or mahapola input 
variables. The below table shows the performance statistic 
of the fitted model. 
Table 5. Overall performance of PNN Non-Random Split model 

Accurac

y  

Misclassificatio

n 

Precisio

n 

Recal

l 

F-

measur

e 

90.9091 9.09 0.93 0.82 0.88 

 

 
Fig. 2. Architecture of the PNN for Random Split data set 

 

 
Fig.3. Confusion Chart 
1-Not Use Drug, 2- Drug Use 
 
 This is the classification matrix of the optimum model 
Out of the training data set, the model predicts the 26 
students are not using the drugs. They are remove actually 
not drug use students. And also, the model predicts that 14 
students are used drugs. They are actually drug used 
students. The model predicts the three students are not used 
drug. But actually, they have used drugs. And also, the 
model predicts the one student who used a drugs. But 
actually, this student not used the drug. 

 Then fitted the PNN model by using the random data 
split method. This method firstly identified the most 
accurate input combination. Removed one by one variable 
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in the full model and checked the accuracy. 
Accommodation(A), Part time job(P), Year(Y), Sport(S), 
Religion(R), Marital Status of Parents (MS), Gender(G) 
and Year(Y) Variables were included highest accuracy 
model. This model includes only eight variables out of 
fourteen variables. 
Table 6. Performance of different Spread Parameter in PNN For Random 
Split 

Spread AA AM AP AR AF 

0.1 76.82 23.18 0.82 0.80 0.81 

0.2 76.82 23.18 0.83 0.79 0.81 

0.3 73.18 26.82 0.81 0.76 0.78 

0.4 73.18 26.82 0.80 0.78 0.78 

 

 According to the above table, we can conclude that the 
optimum spread parameter 0.1. This model has high 
Average Accuracy (AA), Average Misclassification (AM), 
Average Precision (AP), Average Recall (AR)and Average 
F-measure (AF).  

 Changing the spread parameter in the PNN final model 
has included the polynomial 0.1 spread parameter and 
Accommodation, Religion, Marital Status of Parents, 
Sport, Year, Gender, Part-time job and Farther Education 
input variables. The below table shows the performance 
statistic of the fitted model. 
Table 7. Overall performance of PNN Random Split model 

Accuracy  Misclassification Precision Recall F-

measure 

76.82 23.18 0.82 0.80 0.81 

 
 According to the above four models, we can conclude 
that the Non-Random split method model accuracy is 
higher than the Random split method. support vector 
machine non-random split method accuracy (93.1818%) is 
higher than the SVM random split (77.9545%), 
probabilistic neural network random split (90.9091%) and 
non-random split method (76.8182%). According to the 
SVM random and non-random split method, both two 
models include the same dependent variable there is father 
occupation, part-time job, mother education, religion, 
marital status, sports, year, gender and student have a 
bursary or mahapola. But SVM non-random split has 
included one extra variable it is student ethnicity. And also, 
according to the probabilistic neural network random split 
and non-random split method, both models have the same 
dependent variable there are religion, sport, year and 
gender. Then we consider all four models have the same 
dependent variable there are religion, sport, year, gender 
variables. Finally, we conclude that the most suitable and 
accurate model support vector machine (SVM) non-
random split data dividend method. It has high accuracy 
and a low misclassification rate. It is correctly classified 
than the other model, a student who have used drug and a 
student who has not used. 

 

Table 8. Model Comparison 

Model Accuracy 

Binary Logistic Model  79.1% 

Support Vector Machine Random Split 

Model 

77.95% 

Support Vector Machine Non-Random 

Split Model 

93.18% 

Probabilistic Neural Network Random 

Split 

76.83% 

Probabilistic Neural Network Non-

Random Split 

90.91% 

 

    According to the Binary Logistic, SVM and PNN non-
random split statistical model, SVM Non-Random spilt 
model is the highest accuracy (93.18%) model to classify 
the drug usage. Based on the result, gender, religion, year, 
does the student do any part-time job? Do the student 
participants in the sports activities? does the student have a 
bursary or Mahapola? Mother’s Education Level, Father’s 
Occupation, Ethnicity, Marital Status of Parents were in 
influenced factors for student drug usage. 

V. CONCLUSION 
 In this research, I have studied the Relationship 
between Demographic Factors and Misuse of Recreational 
Drugs among the Students of the Faculty of Science of the 
University of Kelaniya.   The demographic factors of the 
students were considered for the analysis. Namely, gender, 
ethnicity, religion, accommodation place, marital status of 
parents, life status of parents, father’s Occupation, Father’s 
Education Level, Mother’s Education Level, Does the 
student has a bursary or Mahapola? Does the student do any 
part-time job? Does the student participants in the sports 
activities? Accommodation place and year of study at 
university. This is a survey-based study. Data were 
collected by using a questionnaire. The Snowball sampling 
technique was used to collect the data.220 students were 
respondents to this questionnaire. Out of 88-drug use 
respondents, 13.6 % female respondents and 55.4 % male 
respondents, according to that result, male drug usage is 
more than female drug usage. Burger students have used 
more drug than the other students and according to their 
religion. Hinduism students have used drug higher than the 
other students. The student whose parents are Divorced has 
a higher value of drug consumption than the other students 
and the students whose parents are Both Dead have a higher 
value of drug consumption than the other students. 
According to these two results, we can conclude that parent 
life status and marital status highly impact student drug 
consumption. furthermore, Students whose parents are 
Illiterate have a higher value of drug consumption than 
other students. we can conclude that parents’ education 
status is an important factor in student drug consumption. 
The students whose father works in the private sector have 
used drugs higher than the other students. The students who 
live in the hostel have used drugs higher than boarding and 
home and students who have bursary used drugs higher 
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than those who don’t have bursary and Mahapola. And 
also, the students who are doing a part-time job and 
students who have participated in sports used drugs higher 
those who are not doing a part-time job and have not 
participated in a sport. Third-year students’ drug 
consumption is higher than the other year student. The 
majority of the students do not use any drug (75.9%). And 
most commonly used drug is alcohol.  

 Binary Logistic regression fitted model male drug 
usage is 2.008 higher than the females. For students who 
are doing a part-time job their drug consumption value is 
higher at 1.564 than the students who are not doing a part-
time job. Drug consumption of the students who are 
engaged in Sports is 0.493 times higher than a student who 
is not doing sports. Third-year students’ drug consumption 
and second-year students’ drug composition are higher than 
the fourth-year students’ drug composition. As a value, it is 
1.289 times and 0.066 times respectively. Third-year 
students’ drug consumption is 1.494 times higher than first-
year students. 

 According to the fitted Binary Logistic regression 
model, Support Vector Machine and Probabilistic Neural 
Network non-random split and random split statistical 
model, SVM Non-Radom spilt model is the highest 
accuracy (93.18%) model to correctly classified the drug 
usage. In this model use the polynomial kernel function. 
Out of the training data set, the model predicts the 25 
students are not using the drug. They are remove actually 
not drug use students. And also, the model predicts the 16 
students are using the drug. They are actually drug used 
students. The model predicts the two students are not used 
drugs. But actually, they have used drugs. And also, the 
model predicts the one student who used a drug. But 
actually, this student not used the drug. Based on the result, 
gender, religion, year, student engage part-time job, student 
participants in the sports activities, student have a bursary 
or Mahapola, Mother’s Education Level, Father’s 
Occupation, Ethnicity, Marital Status of Parents were in 
influenced factors for student drug usage. 

This study is a sensitive case study because of that, I 
have faced a huge problem in the data collection part. Lots 
of time was spent on the data collecting part. This research 
is limited to the Faculty of Science, University of Kelaniya. 
This study is does not apply to students outside of this 
designation. This research can be extended to the whole 
University system to draw more accurate results.  
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 Abstract — Student feedback in basic engineering 
modules is important, as the module involves the 
application of theory into practice. The feedback is used 
to assess the teaching and learning process at the end of 
the semester, which is the current practice. This mainly 
focuses on summative assessment through quantitative 
scores, where feedback is addressed in subsequent 
academic years. The early semester feedback can be used 
to improve the teaching and learning process within the 
semester itself. It can be designed as formative feedback, 
focusing on meaningful improvement of the teaching and 
learning. Hence, it is explored whether early semester 
feedback can be applied for enhancing the effectiveness of 
teaching and learning process. In this study, early 
semester feedback was obtained for the Basic Thermal 
Sciences module from a selected sample size of 122 
students representing two engineering disciplines of the 
same semester of study. The feedback was collected in two 
stages of the semester using both paper and Moodle based 
online questioners. The feedback survey was designed in 
two sections: the first section provided for quantitative 
evaluation using rating questions while the second 
included open-ended questions to obtain qualitative 
feedback. Survey results depicted students’ self-
assessments on their learning and the suggestions for 
improving the teaching and learning process. The 
feedback provided diagnostic information on the key 
changes to be adopted in teaching, that resulted in 
improved student engagement and performance. Almost 
90% of the students responded that their interest was 
valued, and they felt inclusive in the class while 80% of 
students were of the impression that class materials are 
relevant to their professional practice. Also, the 
subsequent assessment has shown a 10% increase in the 
average marks for group assignments. It was evident that 
the students were appreciative of taking the early 
semester feedback, and it helped to improve the 
inclusiveness of the student’s requirements into the 
module. 

Keywords —Early semester feedback, teaching and 
learning, Engineering education 

I. INTRODUCTION 
Engineering education over the past decades has adopted 

several pedagogical practices on enhancing the quality of the 
programmes. The lack of literature in the methods of assessing 
effective teaching alarms the educational practitioners; even 
though teaching is the most important role of the faculty 
members [1].  Currently, student evaluation of teaching in the 
end semester is considered as the only metric used to evaluate 
the effectiveness of the teacher’s delivery method as well as 
the student learning [2].  The literature suggests four purposes 
of collecting feedback: diagnostic feedback to teachers about 
the effectiveness of their teaching, a measure of teaching 
effectiveness to be used in administrative decision making, 
information for the students in selecting course modules, and 
finally as an outcome or process description for use in research 
on teaching and learning. Although the student feedback on 
teaching has proven valid and reliable [3] [4] end semester 
feedback stands out to be a form of a summative assessment 
through quantitative scores. Hence, the instructor/ lecturer 
may use the feedback received to improve teaching and 
learning in the subsequent years. This form of feedback is not 
beneficial for students who provided the feedback; as well as 
teachers if they might not teach the same course next year. The 
end semester feedback is mainly used for administrative 
decision making and feedback forms are standardized over 
different disciplines, thus only providing general information 
about the module [5]. Hence, the end semester feedback is not 
the most effective method in evaluating the teaching and 
learning process [6].  

In contrast, early semester feedback provides an 
opportunity to improve the teaching and learning process 
within the same semester. It provides the students to raise their 
concerns within the module, indicating what is and what is not 
working, while time remains for the adjustments required by 
the teacher. Hence, it provides a broader and deeper view into 
one’s teaching methods and behaviours than it is likely to gain 
otherwise. In fact, a critically reflective teacher would 
cultivate a heightened awareness of their own teaching from 
as many different perspectives as possible [7]. Thus, early 
semester feedback is designed as formative feedback focusing 
on meaningful improvement of teaching and learning during 
the semester. Such feedback is specific, timely, corrective and 
positively framed [8] that it motivates the teacher to adopt 
required changes to their practice, while the student feels 
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involved. The literature suggests that a disconnect often 
occurs for first-year students, as their focus tends toward 
general study skills rather than the development of domain 
specific or course specific knowledge [9]. This along with less 
frequent use of feedback creates a gap between what students 
struggle to learn and how to improve their learning in 
Engineering education. In fact, this is often observed in first-
year undergraduates of the Engineering faculties, where 
students struggle to improve their learning with regards to the 
course learning outcomes. The use of early semester feedback 
could be one way to bridge the gap, as it is considered as an 
effective dialogue with students. The teacher is required to 
listen, react, and make changes during the semester for a better 
learning experience. This constructive dialog with the students 
makes them feel they are valuable in the learning community 
thus, they are motivated by the lecturers’ concern for their 
learning [10]. Hence, it improves the overall student learning 
experience and automatically the ratings of the end semester 
evaluations will improve.  

The early semester feedback can be customized to obtain 
feedback for an overall module or on certain teaching 
activities.  The lecturer has the flexibility to control the timing, 
questions, and analysis of these informal surveys, which 
ensures the best information is collected to contribute to 
student learning. There are several methods of obtaining early 
semester feedback depending on the class size and the 
required information [11]. Classroom assessment quality 
circles: where teachers regularly meet with the small group of 
students to get their feedback on the course could be used for 
large classes, while for small to midsize classes group 
instructional feedback technique could be adopted: where the 
external person (other than the teacher) is arranged to 
interview the students based on prepared open-end questions.  

 The teacher designed surveys, which is the most common 
method, could be used for any size class. In designing a 
feedback survey, it is important to include questions directed 
to diagnose teaching/ learning aspects that could be addressed 
during the semester and the aspects that the lecturer is willing 
to make a change. 

An interactive discussion with students is critical in basic 
Engineering modules, as it requires them to apply the 
theoretical concepts into practice. The proactive 
implementation of the changes to address the student feedback 
is important in improving student satisfaction in their learning 
in Engineering modules [12].  

II. OBJETIVES 
This study aims to explore the effectiveness of the use of 

early semester feedback within a basic Engineering module to 
enhance the student learning experience, using a teacher 
designed survey. The key objectives of the study are to: 
identify the key aspects of early semester feedback, apply 
early semester feedback techniques in basic engineering 
modules, evaluate the effectiveness of early semester 
feedback in improving the teaching and learning experience in 
Engineering education. 

 

III. METHODOLOGY 
In this study, the early semester feedback strategy was 

implemented for the Basic Thermal Sciences module, which 
is a compulsory fundamental engineering module offered for 
both Civil Engineering and Earth Resources Engineering 
students for the same semester which runs through a total of 
14 weeks period. The module had a total of 175 registered 
students from both engineering disciplines. The module 
discusses fundamental theoretical concepts, and it is expected 
from students to identify applications related to their 
discipline to apply the theories into practice. Thus, it is 
important that the teacher maintains a continuous dialogue 
with the students to motivate them while understanding their 
learning requirements. During this study student feedback was 
obtained in two stages during the semester: during the 3rd and 
8th weeks. The first stage of the feedback was obtained 
specifically for an in-class group activity, where the students 
were allowed to provide feedback as a group in a written paper 
later uploaded to Moodle. This group assessment was focused 
on fundamentals of Engineering Thermodynamics where 
students had to self-study a given journal article and submit 
answers for six questions provided. These questions were 
designed such that it encourages group discussions and 
increase the active learning during the classroom. Total time 
allocated for the group assessment was 30 minutes. The group 
feedback strategy was implemented to avoid students’ 
reluctance to provide feedback and to allow them to reflect on 
their learning experience with peers. It was expected that this 
would impact the student response, while providing a 
collective reflection on the group activity. The students were 
divided into 16 groups, and after completing the activity they 
were asked to complete the feedback forms. The feedback 
forms included three open ended questions: two questions 
about the group activity and one question on the learning 
experience in the class. The obtained qualitative feedback was 
analyzed to get any common suggestions while avoiding the 
outliers; based on the analysis it was identified that most of 
the students suggested to allocate more time for discussions. 
Hence, more time was allocated for small group discussions 
to promote active engagement and active learning. Except for 
this there were no other suggestions provided by the students 
to improve the learning experience in the class. 

In the second stage, it was decided to get individual 
feedback from the students on their learning experience of the 
course module. The common method used for student 
feedback on teaching and learning is the questionnaire-based 
survey with rating questions. In recent years with the online 
teaching platforms and learning management systems online 
based teaching evaluations became much popular. Online 
teaching evaluation saves time, and cost while providing 
quick analysis and reporting compared to the traditional 
paper-based information collection [13]. The online 
evaluations provide the opportunity for students to complete 
the questionnaire anytime without the influence of the teacher, 
which allows the student to provide a better reflection on the 
learning experience in the class [14] However, the 
requirement to have access to computer and internet is one of 
the drawbacks of the online feedback [15], whereas low 
student response rate, biasness of the student’s response due 
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to unwillingness to participate in the online survey were also 
highlighted by the previous research [16]. However, the 
advantages of an online feedback survey are significant than 
the disadvantages, thus, a Moodle based online feedback 
survey was selected to adapt to the second stage of collecting 
the feedback. 

 

 

 

The online feedback was obtained during the 8th week of 
the semester, which allowed the students to have sufficient 
time to interact with the teacher, while there is enough time 
remaining in the semester to address the student 
comments/concerns.  

The feedback survey was designed in two sections: the 
first section focused on quantitative evaluation using 14 rating 
questions while the second section included two open-ended 
questions to obtain qualitative feedback. The rating questions 
were focused on covering four aspects: effectiveness of 
teaching, student class engagement, student learning 
experience in the class, and student’s interest in the module, 
as given in Table 1.  

The survey was opened for the students to respond at the 
beginning of the week and a student could provide their 
feedback anytime during the same week. There was about a 
70% student response rate for the survey, while the provided 
quantitative questions were analyzed using a grade point scale 
(ref). A corresponding weighted average grade point for each 
question was calculated, and the weighted average grade point 
for four aspects of teaching and learning was also calculated. 
To evaluate the effectiveness of the early semester feedback, 

the student marks for two group assessments with one 
conducted before and the other conducted after the feedback 
was compared. The second assessment was designed in the 
similar manner to the first, where students have to discuss 
among their groups to answer seven questions designed in the 
assessment. Furthermore, the end semester feedback of the 
current year as compared with the previous year to identify the 
effects of early semester feedback. 

IV. RESULTS AND DISCUSSION 
Feedback survey results of the stage 1 depicted students’ 

self-assessments on their learning and the suggestions for 
improving the teaching and learning process of the group 
assessment. Out of the 16 groups, two groups have opted not 
to submit the feedback while all the other groups have 
provided the feedback. The student response statistics for the 
three open-ended questions are given in Table 1 and the 
student suggestions are depicted in Fig. 1. In the second stage 
of the feedback survey, 122 students (almost 70% of the 
registered students) have responded and the results of the 
weighted averages grade points of each question are given in 
Table 1 and the weighted averages of the students’ responses 
for different aspects of teaching and learning are depicted in 
Fig. 2. 

 The feedback collected for the group activity in 3rd 
week of the semester depicted in Table 2 indicates that 
students were keen on providing feedback on the group 
activity, where almost 85% of the student’s groups provided 
their reflection on the activity. However, it was clear from the 
limited responses received for the last question (below 30%) 
that the students had very little idea on providing overall 
comments on the module. Also, the received limited responses 
were also not providing any meaningful information to 
improve the teaching and learning of the module. This 
suggested that the students did not have enough interaction in 
the class to provide overall feedback on their learning 
experience. Thus, it could be concluded that the time of 
obtaining the early semester feedback could affect the results 
of the survey and it should be implemented only after students 
had enough time to experience the module.  

 This was further evident from the good student 
responses received for the second feedback obtained during 
the 8th week of the semester. Almost 70% of the registered 
students have responded to this voluntary survey and out of 
which 90% of them have provided relevant comments to the 
qualitative questions. The feedback provided diagnostic 
information on the key changes to be adopted in teaching, that 
resulted in improved student engagement and performance. 
One of the key suggestions adapted was to conduct more 
tutorial sessions, since there were no timetable hours allocated 
as tutorials, as a first step one lecture was redesigned in tutorial 
mode to enhance the application of theoretical concepts of 
thermodynamics in real life scenarios. As can be seen from 
Table 2, almost 90% of the students responded that their 
interest was valued, and they felt inclusive in the class while 
80% of students were of the impression that class materials are 
relevant to their professional practice. According to the results 

Category Question 

Effectiveness 
of Teaching  

The lecturer explains the material clearly. 

The lecturer indicates important points to remember 

The lecturer shows genuine interest in students 

The lecturer explains the thinking behind statements 
and theories. 
The lecturer seems well-prepared and knowledgeable 
on the subject. 

Class 
Engagement 

The lecturer effectively encourages students to ask 
questions and give answers 
The lecturer effectively directs and stimulates 
discussion. 

Student 
Learning 

experience 

The lecturer adjusts the pace of the class to the 
students' level of understanding 

The lecture is effective, overall, in helping me learn 

Class materials are adequate to learn, and the lecturer 
provides enough guidance to learn 
The lecturer stimulates my interest in the class 
material 

Student's 
interest in 

the module 

I enjoyed participating in this class 
In this class, my learning focuses on issues that 
interest me and is important for my professional 
practice. 

I enjoy participating in this class online. 

Table 1. Different teaching and learning aspects covered in the 
feedback survey 
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depicted in Figure 2, it was clear that both teaching 
effectiveness and  class engagement/inclusiveness have 
excellent grade points (9 out of 10), suggesting the students 
felt inclusive in the class and they have appreciated the 
teaching pedagogy. However, because this class was 
conducted completely online student learning has been a little 
bit hindered and students’ interest has clearly declined.  This 
was also evident from the comparatively low average grade 
point received for the last question: “I enjoyed participating 
this class online” in Table 3 as well as the student response to 
the qualitative questions, where 70% of the respondents 
highlighted the importance of having physical interaction in 
the classroom. Amid all these difficulties, it was clear from the 
student responses that obtaining their views has increased 
their inclusiveness in the classroom. Since the classroom 
activities were designed in discussion mode it improved the 
student interaction during the lecture time.  This was evident 
in the second assessment as well as the participation in the 
second feedback survey. Furthermore, subsequent analyzis of 
the student grades for two group assessments: one conducted 
before the feedback survey and the other conducted after the 
survey, has shown that the average student grades have 
increased by 10%. This confirmed that the early semester 
feedback has improved the student performance in the class. 
Also, a comparison of end semester feedback received from 
the students for this module with the previous year showed 
that the student response rate for the end semester feedback 
has increased by 15% showing that the students have felt they 
were inclusive in the teaching & learning process. 
Table 2. Student response statistics of the feedback on group learning activity 

Question  No 
responses 

%  

What do you most like about this activity? 
12 85.7 

What aspects would you like to change to make 
this activity more useful for your learning? 

9 64.3 

What suggestions would you give to improve the 
learning experience in this class? 

4 28.6 

 

 
Fig. 1. Student responses for the feedback survey for the group activity 

 

 

Fig. 2. Student response for different teaching and learning aspects 

 

V. CONCLUSION 
This study was conducted to evaluate the effectiveness in 

This study clearly showed that obtaining early semester 
feedback and having continuous dialogue with students is 
important in Engineering education and it resulted in 
improved class interaction and student performance in the 
module assessments. Also, it is important to plan ahead on 
when to obtain the feedback and on what aspects the feedback 
is required, which ultimately impacts the effectiveness of the 
feedback process. using early semester feedback to improve 
the student class engagements in basic Engineering Modules. 
A teacher designed survey conducted as paper based and the 
online mode was used to collect the early semester feedback 
in two stages of the semester.  

The collected feedback included both qualitative and 
quantitative information, which were analyzed to evaluate the 
student engagement during the semester. The results of the 
study showed that 90% of the respondents felt their interests 
were valued and the survey has provided diagnostic 
information on key changes to teaching which resulted in an 
improved learning experience in the class. This contributed 
towards increased grades in the subsequent assessments which 
proves early semester feedback positively affects student 
learning, Also, the results showed that correct timing of the 
feedback is important for success, where the feedback should 
be collected only after the students had enough time to interact 
with the teacher and experience the module.  
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The lecturer explains the material clearly. 0 0 1 4 6 36 42 336 73 730 1106 9.1

The lecturer indicates important points to remember 0 0 2 8 7 42 47 376 66 660 1086 8.9

The lecturer shows genuine interest in students 1 2 1 4 7 42 34 272 79 790 1110 9.1

The lecturer explains thinking behind statements and 
theories. 0 0 1 4 8 48 44 352 69 690 1094 9.0

The lecturer seems well-prepared and knowledgeable 
on the subject. 1 2 0 0 0 0 15 120 106 1060 1182 9.7

Lecturer effectively encourages students to ask 
questions and give answers 1 2 2 8 9 54 19 152 91 910 1126 9.2

The lecturer effectively directs and stimulates 
discussion. 0 0 2 8 11 66 58 464 51 510 1048 8.6

The lecturer adjusts the pace of the class to the 
students' level of understanding 0 0 3 12 16 96 50 400 52 520 1028 8.4

Class materials are adequate to learn and lecturer 
provide enough guidance to learn 2 4 2 8 12 72 44 352 62 620 1056 8.7

The Lecturer stimulates my interest in the class 
material 1 2 2 8 18 108 52 416 49 490 1024 8.4

The lecture is effective, overall, in helping me learn 0 0 3 12 11 66 40 320 68 680 1078 8.8

I enjoyed participating in this class 1 2 3 12 22 132 51 408 45 450 1004 8.2
   y g    

interest me and is important for my professional 
practice. 0 0 3 12 19 114 60 480 40 400 1006 8.2

I enjoy participating in this class online. 7 14 8 32 29 174 40 320 38 380 920 7.5

Effectiveness 
of Teaching 

Class 
Engagement

Student 
Learning 

experience

Student's 
interest on the 

module

9.1

8.9

8.6

8.0
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Index No: TL-33-66 

Regularization Risk Factors of Suicide in Sri Lanka 
for Machine Learning 

Abstract— Indication to World Health Organization, 
suicide is a major world public health concern that is in 
the top twenty leading causes of death worldwide. Sri 
Lanka is a country that has the highest suicidal rates in 
the globe. The comprehensive study about risk factors for 
suicide is important because we can prevent or treat the 
recognized most risky categories of people. The 
emergence of big data concepts with machine learning 
techniques introduced a resurgence in predicting models 
using risk factors for suicide. Regularization is one of the 
most decisive components in the statistical machine 
learning process and this technique is used to reduce the 
error on the training dataset and prevent over-fitting. 
Comprehensive regularization approaches are presented 
here to select significant risk factors for age-specific 
suicide in Sri Lanka and build unique predictive models. 
The Least Absolute Shrinkage and Selection Operator 
(LASSO) approach presents regularization along with 
the feature selection to improve the prediction precision. 
The dataset collected for the study is rooted in the Sri 
Lankan people and the factors used for the analysis are, 
suicide person’s gender, lived place, education level, 
mode of suicide, job, reason, suicide time, previous 
attempts, and marital status. Further, the riskiest age 
category of the people, who has exposure to suicide, is 
identified. Multiple linear regression and Ridge 
regression were used to evaluate the performance of 
LASSO. The selected most relevant factors with 
regularization to predict age-specific suicide prove the 
effectiveness of the proposed regularization approaches. 

Keywords - Suicide, LASSO, Ridge, Machine Learning 

I. INTRODUCTION

Suicide means someone ending their own life and it is a 
way for people to escape pain or suffering. Mental disorders, 
including depression, bipolar disorder, autism, 
schizophrenia, personality disorders, anxiety disorders, 
substance abuse including alcoholism and the use of 
benzodiazepines, stress, such as from financial difficulties, 
relationship problems such as breakups, or bullying and there 
are many more reasons for suicide. According to the World 
Health Organization (WHO) statistics, suicide is a major 
world public health concern [1]. It is among the top twenty 
leading causes of death all around the world, with more 
deaths due to suicide than to malaria, breast cancer, war, and 
homicide. There are close to 800 000 people who die by 
suicide every year [1]. Today, Sri Lanka has recorded one of 
the highest rates of suicide within the world. 

Suicide prevention in developing countries is an essential 
social and public health objective. For this protection, the 
most significant risk factors should be identified and build a 
predictive model for counsellors, and health and human 
service workers. Many studies [2]-[5] on risk factors for 
suicide were published in developing countries based on 
socio-demographic, clinical, and environmental/situational 
factors. Studies of Sri Lankan suicidal data-based risk factors 
analysis were presented by the research community, such as 
studies on risk factors for acute pesticide poisoning [6] and 
demographic risk factors in pesticide-related suicides [7]. 
Jeanne Marecek [8] has presented the social ecology of 
young women's suicide in Sri Lanka and discussed the 
implications of the cultural, ecological, and psychological 
factors. Lakmali et al [9] identify the major factors affecting 
suicide in Sri Lanka using Quasi Poisson and negative 
binomial regression models. However, these traditional 
statistical approaches to the prediction of risk factors for 
suicide attempts have limited accuracy and scale of risk 
detection [10]. 
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Recently, the advancement of computer power, the large 
amount of data, and more importantly development of more 
advanced machine learning algorithms such as deep learning 
[11], are utilized to analyze any complete data and predict 
models. Machine learning-based techniques, such as Support 
Vector Machines (SVM), Artificial Neural Networks (ANN) 
and deep learning-based algorithms such as Recurrent Neural 
Network (RNN), provide systems with the ability to self-
learn and improve from practice. This process of learning 
begins with observations or data, such as examples, direct 
experience, or instruction and considers patterns of those 
data. Then it can make better decisions eventually based on 
the examples that we have given. The main desire of this 
concept is to allow computers to self-learning without human 
aid and adjust actions appropriately. Supervised learning is 
one of the machine learning tasks, which is a learning model, 
built to make predictions, given an unforeseen input instance. 
Supervised learning algorithms take a well-known input 
dataset and its known responses to the data of output to learn 
the regression or classification model. These learning 
algorithms then train a model to generate a prediction for the 
response to a new dataset. Supervised learning uses 
classification algorithms and regression techniques to 
develop predictive models.  

The goal of machine learning is to model the pattern and 
ignore the noise. A machine learning algorithm is trying to fit 
the noise in addition to the pattern, it is called over-fitting. 
The model gets a low accuracy if it is over-fitted. Thus, the 
avoiding over-fitting issues are one of the main phases of 
training a machine-learning model. Over-fitting occurs when 
the model is tracking heavily to capture the noise in the 
training dataset. Most commonly, cross-validation is used for 
avoiding over-fitting that guides in examining the error over 
a dataset, and in determining which variables are working 
best for the model. Regularization is a form of regression, 
which regularizes or shrinks the coefficient estimates close to 
zero. Particularly, this approach discourages learning a more 
complex or flexible model to avoid the risk of over-fitting. 
LASSO is a regression analysis method that performs both 
variable selection and regularization to enhance the 
prediction accuracy and interpretability of the statistical 
model [10]. Some of the studies in the literature focused on 
predicting the risk of suicide attempts through machine 
learning without using proper regularization approaches 
[12]-[14]. 

II. OBJECTIVES 

This research paper aims to detect the significant 
variables, the risk factors for suicide, to create a unique 
predictive model for each age group to use in the machine 
learning purpose. eal world dataset of suicides collected from 
the Sri Lankan general hospitals is used to detect the risk 
factors for suicide according to age. The LASSO model is 
used to apply the suicide dataset for variable selection, 
regularization and prediction. In addition, the riskiest age 
group for the suicide attempt is identified in this study. The 
results were evaluated using a comparison with multiple 
regression analysis and Ridge regression with LASSO. The 
LASSO model provides excellent prediction precision, 

guides to extend the model intelligibility by removing 
negligible factors which do not relate to the responding 
variable and reduces over-fitting. The initial and important 
part of the machine learning process is accomplished here to 
choose the risk factors and build prediction models. 

 

III. METHODOLOGY 

A. Suicide Dataset 

Mainly the suicide dataset was collected from the Forensic 
Medical Office, District General Hospital-Nawalapitiya in 
February 2020. We have conducted an interview with the 
forensic medical officer and gathered the dataset and got 
approval to use the dataset for research purposes. 
Furthermore, we have collected more data from Teaching 
Hospital-Peradeniya by an interview with the forensic 
medical officer of the hospital. The dataset consists of 120 
data that is containing the details of persons, who have 
committed suicide from February 2016 to February 2020 in 
the Nawalapitiya and Kandy districts.  

Originally, the dataset contains 14 risk factors of 
individual information. Data pre-processing was made to 
ensure that the collected data is correct, consistent, and usable 
by identifying any errors in the data. The 10 risk factors were 
extracted based on the pre-processing step (eliminating 
incomplete, noisy and inconsistent data) and the suggestion 
from the medical officer, which make machine learning 
algorithms work well, better represent the underlying 
problem to the predictive models and improve the accuracy 
of the model. It contains the data of the suicide person’s age, 
gender, lived place, education level, mode of suicide, job, 
reason, suicided time, marital status, and the details about if 
there are previous attempts to suicide. By using the 
responding variable as age categories, we have done our 
analysis to get the most risk factors of suicide for using in the 
machine learning approach and to identify the riskiest age 
category for committing suicide. Here, we have decided to 
gather all the suicide persons’ data of all age ranges. 

B. Variables Selection Using Regression Models 

The variable (factor) selection method is used to select the 
most significant variables from the above exposure variables 
to predict the responding variable. Thus, we have to use the 
multiple linear regression, Ridge, and LASSO methods with 
making use of the R software [15]. However, in the first step, 
we have to analyze the dataset in a better understandable way. 

1)  Categorization of Dataset:  The data was properly 
organized in the first phase using Microsoft Excel 2016 as a 
perfect dataset and it was categorized as the responding 
variable and the exposure variables. Then correlations 
between the exposure variables were computed. 

2) Implementation of Multiple Linear Regression Model: 
At the second phase, a multiple linear regression model was 
built from the training dataset and an ANOVA table was 
revealed. This model is the best-illustrated model that 
consists of the highly correlated independent variables [16]. 
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By using this model, we can inspect the exposure variables 
which have high significance and low significance for the 
model. We can observe the most significant exposure 
variables for use in the model from the ANOVA table. 
Moreover, by using the ANOVA table, we can select the 
factors for the finalized model. To use this regression model, 
the responding variable should be normally distributed, 
should be a linear relationship among the responding variable 
and the exposure variables, and those variables should not be 
correlated, mean should be zero and variance should be 
constant.   

In addition, to check the multicollinearity of the training 
dataset, we calculated the Variance Inflation Factors (VIF) 
values. Examining these values, we can decide the 
multicollinearity exists or not in the model. 

3) Implementation of Ridge and LASSO Models: The 
Ridge and LASSO regression models were used to avoid 
confusion and determine the factors, which are contained in 
the finalized model because those methods can be used for 
efficient variable selection. In the Ridge and LASSO 
regressions, correlated exposure variables were used and 
there were no assumptions to use with these models. For the 
Ridge and LASSO, implementations have been done by the 
following procedures. 

First, two different models were obtained for the Ridge 
and LASSO regression models with different λ values. Here 
the λ is the tuning parameter and this λ values control the 
strength of these models with great importance. The most 
affecting factor, negatively and positively affected factors 
and the low significant factors were obtained by the number 
of graphs from those Ridge and LASSO models. After that, 
by doing cross-validation for the models, we got the most 
convenient λ values. Then we selected the minimum λ values 
and according to that λ values obtained the most significant 
exposure variables to use in the finalized models of Ridge 
and LASSO. The most appropriate models were constructed 
to predict the suicide causes using the most significant factors 
selected by the Ridge and LASSO models. 

We computed the adjacent R-squared for all the variables 
and therefore the most significant factors independently for 
examining the effectiveness of the chosen factors. We 
researched the medical and psychological background for 
each significant variable to justify the correctness. 
Furthermore, we checked the correctness of the models by 
testing new data. 

Finally, we compared all the built models by use of the 
Residual Sum of Squares (RSS). Initially, we approximately 
calculated the λ values based on the training dataset by 

double cross-validation methods using the best λ values. 
Then we applied these estimated λ values in the test dataset. 
In addition, coefficients were estimated, and the residual sum 
of squares (RSS) was calculated for each model. 

IV. RESULTS AND DISCUSSION 

A. Variables Selection Using Regression Models 

The 10 risk factors were extracted from the raw suicide 
dataset for 120 committed suicide persons. The responding 
variable of this study is Age, and the Age categorized into 4 
groups, 1-15 years, 16-30 years, 31-50 years and 51-70 years. 
The selected nine exposure variables are, 

1. Gn : Gender of the suicided person 
2. Lp : Division where he/she lives 
3. El : Education level 
4. Mod : Which type of the suicide 
5. Jb : Occupation 
6. Rsn : Reason of suicide 
7. Time : Time of suicide 
8. PrAt : Number of previous attempts to suicide 
9. Ms : Marital status (single/married/divorced) 

We have selected 110 samples among the suicide dataset 
as the training data and to assess the correctness of the 
regression model, the last 10 samples remained as testing 
data. 

1) Categorization of the Suicide Dataset:  

Table 1 illustrates the correlations among all response 
and exposure variables. It shows that correlations between 
variables are powerful. Some factors are positively 
dependent on other factors and some factors are negatively 
correlated with others. For illustration, the responding 
variable Age shows high dependency with the exposure 
variables, Jb, and Rsn. In addition, Age negatively depends 
on the variables Gn, Time, and Ms and positively depends 
on all other variables. Therefore, according to the Table 1, 
we can examine, the higher number of factors in this 
dataset are multi-correlated covariance variables. 
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Table 1. Correlations “Suicide Dataset” 

 

2)  Implementation of Multiple Linear Regression Model: 
We built an ANOVA table (Table 2) for examining which are 
the most significant for the model and which are less 
significant exposure variables for the model.  

Analyzing Table 2, the results show that, according to the 
p-values, Job and Mod have high significance. Therefore, we 

can predict these exposure variables will be involved in the 
finalized model for prediction. We cannot actually wrap up 
these factors are contained in the finalized model due that it 
is not guaranteed whether those variables are optimal or not. 
There is a feasibility for the not optimal, because the variables 
PrAt, Time, and Rsn are not significant factors and should not 
be included in the finalized model 

          

Table 3 illustrates the computed Variance Inflation Factors 
(VIF) to check the multicollinearity of the training dataset. By 
examining Table 3, we can see some of these values are rather 
than high such as VIFMs, VIFJob and VIFLp. According to 
the table, we can conclude multicollinearity exists in this 
model.  

 

  Table 3. VIF values for “Suicide Dataset” 

Variable VIF 

Gn 1.040016 

Lp 1.182521 

El 1.075680 

Mod 1.032261 

 Age Gn Lp El Mod Jb Rsn Time PrAt Ms 

Age 1          

Gn -0.129 1         

Lp 0.183 -0.048 1        

El 0.164 0.056 -0.001 1       

Mod 0.201 0.076 -0.015 -0.010 1      

Jb 0.589 0.020 -0.087 0.052 -0.119 1     

Rsn 0.052 0.079 0.047 0.218 -0.024 -0.042 1    

Time -0.102 0.004 -0.075 -0.036 -0.065 -0.030 0.213 1   

PrAt 0.107 -0.130 -0.132 0.112 -0.080 0.217 0.072 -0.125 1  

Ms -0.341 0.005 -0.301 -0.028 -0.005 -0.246 0.091 -0.099 0.134 1 

Responding Variable: Age 

 Df Sum Sq Mean Sq F Value Pr (>F) 

Gn 1 1.718 1.718 3.6323 0.059541 

Lp 1 3. 254 3.254 6.8785 0.010088 

El 1 3. 032 3.032 6.4094 0.012909 

Mod 1 4. 814 4.814 10.1779 0.001899 

Jb 1 40.654 40.654 85.9428 3.932e-15 

Rsn 1 0.328 0.328 0.6928 0.407182 

Time 1 0.313 0.313 0.6621 0.417749 

PrAt 1 0.054 0.054 0.1152 0.735060 

Ms 1 1.884 1.884 3.9826 0.048692 

Residuals 100 47.303 0.473   

Table 2. ANOVA “Suicide Dataset” 
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Jb 1.190100 

Rsn 1.155741 

Time 1.125189 

PrAt 1.157541 

Ms 1.282413 

 

3) Ridge Regression: For obtaining the most significant 
exposure variables, we used the Ridge regression method 
with its functions to predict the responding variable Age by 
using all the exposure variables in the suicide dataset. 

Fig. 1 shows a graphical representation of different values 
of log λ versus coefficients of each exposure variable. Each 
color line illustrates the exposure variables and their 
expansion in the model. From this graph, we can identify the 
entered position of each exposure variable to the model and 
the influenced scope of the responding variable. 

 
Fig. 1. Glmnet graph for exposure variables - Ridge regression 

Fig. 1 reveals that the most influenced exposure variable 
is Jb in the model, it steadily and positively affected the 
responding variable Age. Ms is the second important variable 
and that negatively affected the responding variable Age and 
entered the model lately, but it also affected the trend of Jb 
after entered in the model. Gn is also one of the most 
significant exposure variables because it also enters the model 
later and it affects the trend of Ms. Furthermore, we can select 
Mod and Lp as other important factors by examining their 
trends. All other variables in the model can be discarded from 
the finalized model because those are less significant. 

Fig. 2 shows the plot that the green lines illustrate more 
significant factors that negatively influence the responding 
variable, while red lines illustrate the ones that influence it 
positively. 

Fig. 2. Glmnet graph for significant variables - Ridge regression 

 

Fig. 3. Cross-validation – Ridge regression (nfold = 5) 

As the next step, we used cross-validation to find the most 
suitable value for the λ. It is useful for controlling the strength 
of the penalty. For that, we considered λmin that gives 
minimum mean cross-validated error and λ1se, the standard 
error of the minimum. In this study, these two values are the 
same. Therefore, both two values are represented by the 
vertical dotted line in Fig. 2.  Moreover, we can select the 
value for tuning parameter λ that better fits to the situation. In 
this analysis, λmin is not noticeable due to that Fig. 3 plot 
illustrates an exponential trend. According to the plot, we can 
select factors as likely, the most significant variables from 
both the values of λ from the variables shown in Fig. 2. Thus, 
we have for λmin and λ1se as 0.09693229 and the most 
significant variables that we can contain in the finalized 
model are Jb, Lp, Mod, Ms, and Gn. 

4) LASSO Regression: We obtained the most significant 
factors which are contained in the finalized model using 
LASSO regression.  
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Fig. 4 depicts the graphical representation of the different 
values of log λ versus coefficients of each exposure variable. 
Colored lines illustrate the exposure variables and their 
expansion into the model like Ridge regression. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Glmnet graph for exposure variables - LASSO 

By examining Fig. 4, the most influenced exposure 
variable is revealed, which is Jb, and it steadily and positively 
affected the responding variable Age. We decided Ms, Gn, 
Mod, and Lp as the other important variables as in Ridge 
regression by looking at their trends and all the other variables 
in the model discarded from the finalized model because 
those are less significant. 

Fig. 5 plot shows that the green lines determine more 
significant attributes that negatively influence the responding 
variable, while red lines determine the ones that influence it 
positively. Using the cross-validation into the LASSO, we 
found the most suitable value for the λ, like the Ridge 
regression. The λmin, minimum mean cross-validated error 
and λ1se, the standard error of the minimum is the same for the 
obtained LASSO values. Therefore, we represented both two 
values as a vertical dotted line in Fig. 5.  In addition, we 
selected the value for the tuning parameter λ for the better fit 
problem.  

 

 

 
Fig. 5. Glmnet graph for most significant variables – LASSO 

Fig. 6. Cross-validation (nfold=5) 

In this analysis, λmin is not visible because Fig. 6 plot 
illustrates an exponential trend. Moreover, the factors were 
selected as likely, which are the most significant exposure 
variables according to both the values of λ. From that, we 
have the value for λmin and λ1se as 0.02825628. Thus, the most 
significant factors included in the finalized model are Jb, Lp, 
Mod, Ms, and Gn and those variables were selected according 
to the optimized λmin and λ1se values. 

B. Adjusted R Squared 

The calculated adjusted R squared value is 0.5011 for 
multiple linear regression with all the nine exposure 
variables. After the selection of the most significant exposure 
variables Jb, Lp, Mod, Gn, and Ms, the adjusted R squared 
value was obtained as 0.4883. Thus, we proved that the 
factors we have selected using the Ridge and LASSO for the 
finalized model are highly significant risk factors for the 
responding variable Age.   
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C. Comparing coefficients and RSS 

The linear, Ridge, and LASSO models were compared by 
using the Residual Sum of Squares (RSS). Initially, we 
approximated the λ v8alues with respect to the training 
dataset by using two cross-validation methods of λmin and λ1se. 
After that, we applied these estimated λ values for training 
and testing datasets separately to calculate the estimated 
coefficients and residual sum of squares for each model. 

 For those two cross-validation methods, we have got the 
same values as for LASSO the λmin as 0.02825628 and λ1se as 
0.02825628 and for Ridge Regression the λmin as 0.09693229 
and λ1se as 0.09693229. Therefore, we selected λmin from both 
to estimate the coefficients and RSS.  

According to the results, we proved that the coefficient 
estimates get closer to zero. In LASSO, some of the non-zero 
coefficients changed to zero. Then, we applied the estimated 
λ values for the testing dataset to get new estimated 
coefficient values. From those results, most of the coefficient 
values in the linear model changed as negative values and 
most values are close to zero. And also in LASSO, the number 
of zero coefficient values in the test dataset is greater than the 
number of coefficient values in the training dataset. 
Table 4. RSS coefficient values for train and test data 

 
The RSS values for the training and testing datasets are 

shown in Table 4. According to that, the linear regression 
model predictably achieves the smallest RSS value on the 
training dataset. The RSS for Ridge and LASSO are again 
typically greater when λ is chosen using the "one-standard 
error" rule. Interestingly, the errors on the test dataset are 
ordered unexpectedly; the minimum is achieved by Ridge at 
λ = ridge.bestlam, and the second is LASSO at λ = 
lasso.bestlam while linear regression takes just the third 
position. Here, Ridge and LASSO are acting better than linear 
regression on the testing dataset. 

D. Most Risky Age Group 

As a sub-finding from the dataset, we have selected the 
most vulnerable age group for suicide. In this study, we used 
four categories of age groups, 1-15 years, 16-30 years, 31-50 
years, and 51-70 years. For the test dataset, we have randomly 
selected sets of two exposure variables from our finalized 
model variables and used the Analysis of Covariance 
(ANCOVA) method for analyzing.  
Table 5. ANCOVA for age groups 

Responding variable is Gn 
 Estimate Std. Error t value Pr(>|t|) 

(Intercept) 1.380912 0.121496 11.366 <2e-16 
Lp -0.003278 0.041676 -0.079 0.9374 

Age1 0.091522 0.069983 1.308 0.1936 
Age2 -0.146364 0.064107 -2.283 0.0243 
Age3 0.087537 0.082822 1.057 0.2928 

 

Table 5 shows the ANCOVA table for the variables Gn 
and Lp. We can see that group Age2 (16-30 years) is the 
significant age group to attempt suicide because the p-value 
of Age2 is less than a significant value of 0.05.  

According to the ANCOVA values, the other sets of 
random significant variables also provided the most 
significant age category as Age2. 

V.     CONCLUSION 

In this study, comprehensive regularization approaches 
have been presented to select significant risk factors for 
suicide in Sri Lanka and an important part of the machine 
learning process was accomplished. Ridge and LASSO 
regressions for the machine learning approach are explained 
with the regularization task. To demonstrate the 
regularization with those two approaches, we utilized the Sri 
Lankan real time suicide dataset. We have concluded that the 
most related factors with regularization to predict the suicide 
ages by Ridge and LASSO are suicided person’s gender, lived 
place, mode of suicide, occupation, and marital status. We 
proved the effectiveness of these most significant factors by 
computing the adjusted R-squared values. In addition, use of 
the coefficients of each and the residuals sum of squares 
(RSS), we have proven that Ridge is most suitable, and then 
LASSO for reach for the regularization.  We have obtained 
that the riskiest age category for committing suicides is the 
young adults age between 16 - 30 years. The results of this 
study showed that Ridge and LASSO can use to build a 
unique model for predicting the suicide ages more accurately 
in machine learning approaches. 

This study provides not only a platform for the machine 
learning approaches to further investigation of risk factors of 
suicide in Sri Lanka but also it will help for the activities of 
suicide prevention in Sri Lanka. Moreover, in the medical 
field researchers, counsellors, and doctors give advice or 
treatment to the most risk category of people. 
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Abstract — The Pandemic situation demanded all 
universities to transform towards online teaching and 
learning as an alternative to face-to-face study through 
Technology Enabled Learning (TEL). In most developing 
countries, universities use Learning Management 
Systems (LMS) such as Moodle and Blackboard to 
facilitate online education. The LMS is used mainly to 
facilitate staff, administration, and students sharing 
module outlines, specifications, lecture schedules, lesson 
plans, assignment generation and submission, 
announcements, and generating assessment reports. 
However, it has been observed that many inefficiencies 
exist in the teaching and learning approaches as there is 
less focus on learner autonomy. Dynamic changes in the 
world and drastic transformations demand continuous 
learning and innovative thinking. Authentic learning is an 
approach that focuses on real-world situations to gain 
new knowledge and skills in a context rather than 
listening to lectures and memorizing information. In 
authentication learning, enabling collaborative learning 
has been observed as a practical approach to developing 
critical thinking, reflective thinking, and enhancing 
creativity. Sri Lankan culture is inherited with authentic 
learning as our cultural events, traditions, and values 
encourage living in harmony and learning from each 
other. This paper proposes a new system as a web portal 
to ensure that the learner can effectively gain the required 
knowledge, skills, and attitudes to face complex real-
world situations, thus arriving at practical solutions to 
overcome contemporary issues. The proposed system 
focuses particularly on distance learning programs, as 
those could be advanced by the adoption of a model that 
can be used to guide the design of online learning 
environments focused on elements of authentic learning. 
In addition to presenting the authentic task model and its 
theoretical functionalities, the authors have implanted 
Bloom's Taxonomy Theory to ensure the quality and 
effectiveness of the system model. Researchers have 
incorporated use case diagrams and activity diagrams to 
exemplify the UML model.  

Keywords- Authentic Learning, Online Education, UML  

I. INTRODUCTION  
       Education is the process of imparting knowledge, values, 
skills and attitudes, which can be beneficial to an individual, 
and learning is the process of adopting knowledge, values 
and skills. Sustaining a nation's development is inextricably 
linked to the country's level of education.  
Thus, the government’s focus on educating their citizens is a 
key focus area as competing in the global workforce is a key 
concern.  The world needs people with the skills to grow in 
the 21st century, and employers look for potential 
innovativeness and creativity as key criteria. Combined with 
technologies that continue to develop rapidly, the result is a 
world that needs continuous learning and development.  
 
Thus, this education and learning are eventually considered 
one of society's fundamental demands. Technological 
advancements are a must to facilitate an authentic learning 
approach for distance learning programs.  
  
   Creativity, critical thinking, collaboration, and 
communication are the 4Cs that represent the skills in 
demand in the 21st century. They are largely excluded from 
our educational system and thus do not appear on most 
examinations. Sri Lanka ranked 106 out of 139 countries in 
the world for creativity.  
 
The World Exports of Creative Goods in 2015 totaled the 
massive US $ 509 billion. According to Global Creativity, Sri 
Lanka could only capture 0.04 per cent of this revenue.  
Index [2] 
  
   The learning environment should compromise high-speed 
internet connection and bandwidth, provision of multimedia 
information, asynchronous and synchronous communication 
and social networking tools to support teamwork, intelligent 
tutoring systems, virtual laboratories, feedback mechanisms, 
and mobile devices for accessing and inputting data during 
field-based investigations.   
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     Research on distance education has been conducted for 
many years and continues today to investigate the use of 
online technologies to enhance and support learner activity 
and engagement. 
 
The proposed system will contribute towards overcoming the 
existing inefficiencies in the traditional paper-based 
evaluation systems and will focus more on learning through 
real-life scenarios.  One key to success appears to lie in the 
design of learning environments that effectively use the 
communications capabilities of technologies that can connect 
learners in meaningful ways [3]. 

II. OBJECTIVES 
The main goal of this software is to implement authentic 

learning, and it was designed in a way that a student self-
evaluates. The student’s profile will indicate that learning 
achievement level aligns with bloom’s taxonomy framework. 
The software focuses on incorporating game-based learning 
to evaluate the learner where the levels will be defined based 
on bloom’s taxonomy framework, remember, understand, 
apply, analyse, evaluate and create. Artificial intelligence will 
enable game-based learning and help adsorb complex 
phenomena in an exciting mechanism, ensuring the quality of 
education the goal through a web-based software application. 

 

III. IMPLEMENTATION OF AUTHENTIC 
LEARNING ELEMENTS IN THE SYSTEM  

      The researchers have implemented the authentic learning 
elements to map the tools in the pre-system as a new model. 
The following table (Table 1-Learning design mapped 
against the elements of authentic learning/components) 
illustrates how the elements of authentic learning have been 
addressed in the learning design of living and learning with 
technology, highlighting the characteristics of authentic 
activities.  

The proposed system is designed based on the systematic 
investigations of authentic learning by examining successful, 
in-depth online authentic learning practices, including in-
class complex tasks and evaluation approaches.  
It was identified that the complexity of the task led to 
bringing out innovative solutions and their application to real-
life situations. Exploring working examples and critical [1] 
analysis led to effective experiences for both the learner and 
the facilitator. The following table illustrates how the 
elements of authentic learning have been addressed in the 
learning design of Living and learning with technology. 
Table 1 shows the learning design mapped against the 
elements of authentic learning as components of the system.  
       The researchers have implemented the authentic learning 
elements to map the tools in the pre-system as a new model. 
The following table (Table 1-Learning design mapped 
against the elements of authentic learning/components) 
illustrates how the elements of authentic learning have been 
addressed in the learning design of living and learning with 

technology, highlighting the characteristics of authentic 
activities.  
 

The proposed system is designed based on the systematic 
investigations of authentic learning by examining successful, 
in-depth online authentic learning practices, including in-
class complex tasks and evaluation approaches.  

It was identified that the complexity of the task led to 
bringing out innovative solutions and their application to real-
life situations. Exploring working examples and critical [1] 
analysis led to effective experiences for both the learner and 
the facilitator. The following table illustrates how the 
elements of authentic learning have been addressed in the 
learning design of Living and learning with technology. 
Table 1 shows the learning design mapped against the 
elements of authentic learning as components of the system. 
  
Table 1. Learning design mapped against the nine elements of authentic 
learning. 

Authentic Learning 
Elements 

Characteristics of Authentic Activities 

Authentic Context   
 

 

• A design to preserve the complexity of 
real-world settings.   

• It gives learnings a sense of purpose and 
motivation.   

• In the context of a real-world situation, 
ideas can be explored in depth.   

Authentic Activates   • It is defined by clear goals and relevance 
to real-world situations.   

• By authorizing knowledge production 
rather than preproduction, it is necessary 
to prioritize knowledge production over 
preproduction.  

• Students must decide how they will make 
decisions about how they decide they will 
complete the task.  

Access to Expert 
Performances   

• Provide students with access to expert 
thinking and processes.   

• Students should see how an expert think 
and behaves and how they move around 
in the environment and what they do 
when performing the task.   

• Sharing of narrative stories.  
Multiple Perspectives   • Students who are capable of utilizing and 

exploring issues from various 
perspectives and capable of enhancing a 
variety of learning resources and 
materials, not just a single textbook. 

Collaboration • Provide joint problem solving and social 
support.  

• The learning environment can provide it 
by arranging students into teams or pairs 
rather than as individuals.  

• Encourage through technology task 
address to groups rather than to an 
individual.  

Reflection   • The learning environment provides an 
opportunity for the students to think 
about, reflect and discuss choices.  

• Students compare their thoughts and 
ideas to express, teachers, students and 
other students. 
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Articulation   • The learning environment provides 
opportunities for students to express 
themselves verbally and visually about 
their gowns and understanding. 

• This allows students to present their work 
in front of a public, defending skill sets 
and ideas. 

Coaching and 
Scaffolding   
 

• In an authentic learning environment, the 
teacher's scaffolding role means no 
attempt to transmit knowledge. Instead, 
the teacher's role is to be supportive 
rather than a detective.   

• Teachers are not always in charge of the 
activities; sometimes, more capable 
partners can assist.  

• A teacher, guide, or helper is on hand to 
provide contextualized support. 

Authentic Assessment   • Teachers and facilitators should be able 
to integrate the assessment with the task. 
This means that what they assess is 
generally a very polished kind of product, 
and usually, it has taken significant time 
and effort to collaborate with other 
students. It is important to align the tasks 
with the assessment so that the teacher 
can seamlessly integrate them. 

The following table illustrates how the elements of 
authentic learning have been addressed in main activities 
within the system, the relationship with each as component 
widgets. Authentic tasks form the core of an authentic 
learning environment. The completion of these tasks is what 
the students put most of their time and effort into during the 
unit [4] [5] 
 
Table 2. Shows the Main Widgets in the system mapped against is each task 
and the relationship between authentic learning. 
 
 

 
Widgets of the System 

 
Task Description 

Webinars • Opportunities to learn from others 
through access to various levels of 
expertise Lectures and expert guest 
lectures Optional peer review Open 
education and custom-made 
internet resources. 

Discussion forum • Teachers can create discussion 
boards to encourage students to 
think critically about their unit 
work and interact with each 
other's ideas. 

• The teacher must first create one or 
more forums before users can start 
message threads. A forum is where 
participants discuss a topic or a 
group of related topics. 

Collaborative 
Learning 

• Real-time video conferencing 
tool with file sharing, apps, and 
virtual whiteboard. discussion. 

Quiz-  

 
(Mapping with the bloom's 
taxonomy rubrics 
remembering, 
understanding, applying, 
analyzing, evaluating) 

 

• Based on the curriculum built in 
the software, the student is 
progressively challenged to 
remember, understand, apply it, 
and analyze by themselves. 

• Find and create gamified quizzes 
and interactive lessons to keep 
any learner interested and 
involved. 

Storyboarding- The 
Projects are close to 
students’ own life.  

 

• Each student expresses their ideas, 
experience, and interests, thus 
enabling creative technics. 

Flash cards • Contain exciting facts about the 
subjects being studied; students 
can add images, words, phrases, or 
numbers to test themselves on the 
subject being studied quickly. 

• If learners prefer, they can search 
our database for an image that 
matches the card. 

 

Online Video  
• Learners have unlimited access to 

the system's high- quality, up-to-
date, and engaging video tutorials. 
Automatically suggest videos 
based on the unit they are 
currently studying. 

• Video courses are presented in 
bite-size chunks. It is simple to 
locate quick answers to specific 
questions. 

   Games- 
Action games eg:Doom • Creativity and innovative 

thinking-By brainstorming new 
game ideas. 

• An opportunity to push students' 
skills further and demonstrate 
students, newfound skills as 
developers and creative thinkers. 

• Categories students' thinking 
skills, ranging from recalling and 
evaluating students by themself in 
an interactive way. 

  My Library 
• The system's libraries provide a 

variety of services and facilities to 
students and staff. 

• Connecting and collaborating with 
peers and supervisors via 
technology and experimenting with 
new platforms and applications. 

• The service is designed to 
provide just-in-time assistance 
when users are unsure what to do 
or where to click to resolve to 
learn technology issues as they 
arise and get back to work. 

  Turnitin 
• Maintaining academic 

integrity. 
• Providing instructors with 

software that streamlines 
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manual grading processes will 
allow them to devote more time 
to teaching. 

• Help students develop their original 
thinking skills by providing high-
quality, actionable feedback that is 
easy to incorporate into their 
teachers' existing workflows. 

    
The interface comprises two leading portals. One is a 

student, and the other is a staff. The system enables easy 
access to both students and teachers and allows 
customization. Fig. 1 shows the staff portal, and fig. 2 and 
fig.3 show the student preview of the system.  
The overall images illustrate the interface of the system. The 
system has different widgets different to a Moodle as it 
enables the learner to self-evaluate themselves through game-
based learning aligned with Bloom’s taxonomy framework.  
The learner will be receiving badges and star points which 
will indicate the level of achievement. This way, they will 
evaluate their current level and the level they need to reach 
along with the tasks they need to complete.  

The unique feature of the proposed system as it enables 
the learning more interesting, fun and enjoyable activity in a 
way that they also interact with others when it comes to game 
playing. Depending on the subject context, there will be 
games designed to take part as teams. This learning approach 
will also create so that those failures face in interactive tools 
and games and the successes are informative. The learner will 
learn from the losses or poor points and be motivated to excel 
in their learning journey. 

When this approach is applied in an educational context, 
learners can be presented with challenging problems, 
requiring participation from multiple players around realistic 
scientific concepts. The system also enables a personalized 
experience sharing their ideas, expertise and interests through 
the storyboard widget, as storytelling is a way of bridging the 
generation gap and forming the foundation to understand the 
future better. The author has observed authentic learning as a 
practical approach to effective life-long learning.                  

               Fig. 1 Interface of the system Stuff Portal 

 

               Fig. 2 Interface of the system Student Portal 
 
 
 
 
 

 
 
 
 
 
 

 

Fig. 3 Interface of the system Student Portal 
 

 
This interface has easy access as the widget system has 

forums, chat options, links with open educational resources, 
whiteboard management, and different widgets as education 
components, including quizzes, timelines, worksheets. 
Worksheets will keep track of activities and enable the 
learner to evaluate themselves through refractive analysis. 
The facilitator will only guide the students. The widgets also 
include top ticks for current learning. This widget will pop up 
links to different sources and references aligned with the 
learner's interests and will motivate and engage learners in 
the interested study arena. 
 

There will be action-based games such as Doom. Action 
games and These strategy games will enable the learner to 
self-evaluate and assess his or her levels. In Bloom's 
Taxonomy, the evaluation level is where students judge the 
value of ideas, items, materials, and more. Evaluation is the 
final level of Bloom's taxonomy pyramid. At this level, 
students are expected to bring in all they have learned to make 
informed and sound material evaluations. In the meantime, 
they can evaluate their mapping to Bloom's taxonomy frame. 
Fig.3 image Also, exercise-based games such as drawer mind 
mapping exercises will assist the learner in thinking 
creatively and selecting effective. 
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IV. SYSTEM FUNCTIONAL VIEW 
 

        UML stands for Unified Modelling Language, which is 
diagrams capable of accurately describing a system from 
various perspectives. Each view consists of diagrams 
illustrating various aspects of the system [6]. Within this 
system, the functional and dynamic views of the system are 
presented and explained. In this paper, the author will discuss 
how two distinct types of UML diagrams can be used to 
depict the functional view of a system. Use Case diagrams 
and activity diagrams created based on the system's 
predefined functional requirements. 
 
 
A. Use Case Diagram 

The use cases diagram the system's functional 
requirements. The use case illustrates the interactions 
between the system's various components. In the use case 
diagram, the actor represents a system component.   
It reflects the functions of the user or application required to 
interact or communicate with the primary use case of the 
system. The proposed system has two main actors: teachers 
and students who interact directly with the system. Widgets 
and their functions are components of our system. 
 

Use Case Diagrams are created to ensure that each actor 
has the appropriate access to the relevant components.  
To create the Use Case Diagram of the defined system in the 
paper. The functional requirements for the system were 
determined, as shown in  
Fig. 4. Use Case diagrams were developed to show learner 
and staff activities' significant processes. 
 

Use Case diagram helps model the system's functional 
requirements and features the flow of events [7]. It is essential 
to mention the main scenario, alternative scenario and actors 
involved with the use case when writing the Use Case 
description [8], [9]. 
As in the system, one of the mains follows can be described 
as the system prompting the teacher to log in with the proper 
credentials. Then the system validates the ID and password. 
after that teacher can successfully access the staff portal of 
the system and access the functions for staff. 
 
B. Activity Diagram 
  Activity Diagrams describe how activities are 
coordinated to provide a service at different levels of 
abstraction. Typically, an event needs to be achieved by some 
operations, mainly where the operation is intended to perform 
several different things that require coordination, or how the 
events in a single-use case relate to one another, most use 
cases where activities may overlap and require coordination. 
Activity Diagrams describe how activities are coordinated to 
provide a service at different levels of abstraction. [10] 

Activity diagrams, the objects needed to execute the 
functional requirements are identified. Furthermore, the 
responses taking place during the execution are clarified. can 

conclude that activity diagrams describe the system's 
functionality from a sequential aspect [11] 

 In this system, fig.5. shows the important processes of 
creating a quiz within the system. The user initiates the 
system by entering their login credentials then the system 
validates the user's ID and password. Then the based on that 
system verifies the user enter into the portal. According to the 
potential, the user has different system features. Furthermore, 
process notification management and updating notification 
process was defined in fig. 6 as activity diagrams. 

Fig. 4 Use Case Diagram of main Actros’s and system response 
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Fig. 5 Activity Diagram of Notification Management 

V. CONCLUSION 
 The proposed system is observed to significantly 
contribute to enhancing the teaching and learning approaches, 
overcoming the inefficiencies prevailing in the contemporary 
education system. Implementing the proposed system will 
bring positive change, transforming the educational system, 
enabling new thinking and new ways of learning aligned with 
the drastic dynamic technological changes resulting in the 
world. Thus, bringing innovation and creative lifelong 
learning is possible. Learning with Technology has attempted 
to prepare teachers for rapidly changing technological 
advancements.  

 The approach has been observed through literature to 
enhance students' knowledge and skills and promote self-
directed learning and 21st- century learning skills. Students 
formulate Technology in a real scenario. This proposed 
system is an expert system typically composed of at least three 
primary components: inference engine, the knowledge base, 
and the User interface. 

As the proposed system has micro components, the following 
can be identified as future directions. Software development 
life cycle (SDLC) is a series of phases the software will be 
realized and developed from an understanding of the concept. 
The iterative Incremental Model can be identified as the model 
going to align for the proposed system. Incremental  

 

Fig. 6. Activity diagram of Quiz Crating Pro 

 

development model helps to develop the software architecture 
and processes, overcoming the drawbacks of the waterfall 
model. [12]  

 In the interactive incremental model, as the initial phase, a 
partial implementation of the proposed system will be 
constructed as a deliverable phase and phase to phase 
increased functionality will be incorporated. Based on the 
actors' feedback, who are the key users of the system, if there 
are any defects or errors from the prior delivery, they will be 
fixed, and the working system will be delivered. This process 
will be repeated as a cycle of phases until the entire system 
development is completed. These repetitive processes are 
referred to as interactions, and at the end of each scenario, a 
system increment is delivered. Iterative, incremental 
development means improvements are made ongoing, so the 
result is likely to be delivered on time and of higher quality. 
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Abstract— This literature review is conducted to identify, 
appraise and synthesize empirical evidence of a filtered list of 
recent literature regarding methods in which technology could 
be integrated to facilitate authentic learning pedagogy.  A 
protocol was developed to carry out a search for screening[1]. 
iDiscover search engine of University of Cambridge library was 
used for selection and filtering of the articles for their 
appropriateness. Critical appraisal was performed and data was 
extracted to map, conceptualize and synthesize the proposed 
tripod model for integration of technology in authentic 
education. This model depicts the findings in three zones 
namely, foundational layer, operational layer and the stage 
which is the platform for authentic education. Understanding 
the landscape of the tripod model for integration of technology 
in authentic education could be quite decisive in selecting the 
best-fit technological tool. This article argues about how 
technological interventions could enhance the outcomes of 
authentic education and the need of an appropriate pedagogical 
strategy to align such interventions to the elements of authentic 
education.  

Keywords—authentic education, technology integration 

I. INTRODUCTION 
Critical proclamations are made by education reformers 

on the irrelevance of schooling to the real world at the 
beginning of the 19th century. Their claims were related to the 
formal and abstract education that has minimal application to 
everyday life leaving students unprepared to utilize 
theoretical/conceptual knowledge to overcome everyday 
challenges.  There is a necessary requirement to connect these 
two worlds in order to make school education relevant for the 
real-world [2]. Two persistent maladies that make school 
education irrelevant to the real world are debated extensively. 
Firstly, it is about student work not allowing them to use their 
minds and having no intrinsic meaning or value to students 

beyond achieving success in examinations. Secondly, it is 
about the student activities which were not interesting and 
relevant enough for adequate student engagement [3] . In 
other words, the lessons were focusing exclusively on 
theoretical components than the real-world practical 
components. 

Enabling a student to explain what is authentically 
happening around him/her could perhaps be the most 
important purpose of education [4]. John Dewey who was a 
renowned and influential pragmatist, progressivist, educator, 
philosopher, and social reformer believed that school should 
be representative of the social environment and that students 
learn best in a natural social setting. Further he believed that 
students were all unique learners. Therefore, traditional 
classroom would not be developmentally appropriate for 
young learners [4]. Hence, if the classroom setting mimicked 
the real world, it would enable students to make connections 
between knowledge and skills learned at school to the 
challenges faced in the real world. This approach would 
provide a sense of purpose for learning in school and enhance 
student ownership of learning.  

Dewey with Hans Freudenthal from The Netherlands put 
forth a bottom-up ‘authentic pedagogical process’ named ‘re-
invention’ where relevant real-world contexts and personnel 
were made to be part of the teaching and learning process in 
the classroom. This would then make the classroom learning 
experience similar to ‘real-life’ and thereby expose the 
students directly to various real-world social situations [2]. 

Direct instruction knowledge is largely transferred to 
students as `inert knowledge’ [5]. Students act as passive 
listeners without much opportunity for the application of 
knowledge. According to Vygotsky, knowledge is considered 
to be developed and used in a social and physical environment 
to which it inseparably binds rather than being an abstract 
entity [6]. The structure, content and coherence of the 
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concepts are determined by the respective situation or context 
[7]. The concept of learning in situational contexts or 
‘Situated learning’ came to limelight amidst an environment 
of such an understanding [8].  

Experiential learning and authentic contexts are strongly 
inter-connected aspects in education. In the early nineteen 
hundred learning through real life contexts, learning by doing, 
learning through projects, learning through problem solving 
were considered as key pedagogies of experiential learning. 
However, by the end of 19th century these pedagogies were 
aligned with the three criteria of authentic learning which are 
inductive approach for solving problems using the knowledge 
learnt, student's active participation and application of 
knowledge beyond classroom contexts to real-life settings 
[9].  

A. Constructivism and Authentic Education

In constructivism knowledge was considered as a direct
product of a learner’s activities. It was not merely the result 
of dissemination. Rather, knowledge was constructed by the 
learner through relating new knowledge to already existing 
cognitive structures in the learner’s mind. The learning of 
knowledge is done by actively participating in different social 
contexts and experiencing the realities of those contexts. In 
constructivism the student has different options for learning 
independently[2]. Authentic education displays many 
similarities to constructivism. It is an active process in which 
the student interprets and negotiates new information by 
himself in contrast to the traditional setup of teacher-centered 
education.  

Authentic education recognizes that student learning 
depends upon past experiences or pre-knowledge of students. 
Therefore, teachers are expected to facilitate requirements of 
the learners arising from their past experiences, by being a 
coach, guide or a mentor directing students through 
meaningful learning. Facilitation is enacted through 
collaborative learning which is recognized as ‘cognitive 
apprenticeship’[10]. This enables the student to develop 
higher-order thinking skills beyond simple reproduction of 
information. Learners will be motivated to interpret, evaluate, 
compare and contrast information to come up with innovative 
solutions to real-world problems without limiting themselves 
to mere recovery of information. Learning in the 
constructivist paradigm is more powerful when students can 
draw meaningful connections between their classroom 
learning and personal experiences in the real-world [11]. In 
this paradigm the learning takes place while immersed in the 
real world, whereas in conventional direct instruction the 
real-world experience comes much later at the end of 
schooling. 

B. Characteristics of Authentic Education

‘Authentic Education’ concept integrates core principles
of learning into one pedagogy. Authentic education does not 
have a single definition. However, few widely accepted 
frameworks explain the core concepts of the pedagogy. 

Roelofs  argues that  any education setting has a degree of 
authenticity according to the characteristics of the 
frameworks that are considered for identifying authenticity. 
[2]. 

C. Herrington's 9 Principles of Authentic Learning

Among numerous strategies put forth for authentic
education, the framework by Jan Herrington is well-accepted 
[12]. Based on constructivist approach Herrington has put 
forth a model for authentic learning. It specifies nine critical 
characteristics that can be identified in authentic learning 
environments [13]. Further research has proposed effective 
instructional guidelines for the aforementioned situated 
learning framework for creating authentic learning 
environments. These 42 guidelines put forth by Herrington 
under each element is summarized in Table 1.  ‘Context’ is 
the teaching and learning process using a realistic scenario 
which leads to meaningful/purposeful learning. Factors such 
as motivation and empathy could be argued to be 
automatically generated in such a situation. ‘Authentic 
activity’ is expected to mimic the complexity of a real-life 
situation as well as open-ended to have more than one 
solution. The activity should keep the student engaged for a 
considerably long period of time as per Herrington’s model. 
‘Expert thinking and modelling’ are where she suggests 
streamlining of thinking processes via the use of real-time 
expert tools. Facilitating communication and reflection 
through multiple perspectives obtained from peers, experts 
and teachers through collaborative learning encompass three 
elements of this framework. Articulating the findings in 
verbal or in written medium is another aspect in Herrington’s 
framework. Coaching and scaffolding renders a supportive 
aspect that is missing from the conventional ‘didactic model’ 
of teaching. Finally, assessment is expected to be integrated 
within the task itself through the development of polished 
products which gives the learning process a ‘value outside of 
the learning environment’.  

Table 1. Checklist of guidelines for the instructional design of a learning 
environment which enables the situated elements to be operationalized 
[14],[15] 

Element of Authentic 
learning – 

Herrington’s model  

Guidelines for design and 
implementation of learning 

environment 
1. Provide authentic
context that reflect the 
way the knowledge will 
be used in real-life
-Contexualizing
education by situating 
the instructions and 
event of teaching and 
learning within a 
realistic scenario to
provide meaning for 
learning. 

A situated learning environment should 
provide: 
-a physical environment which reflects the 
way the knowledge will ultimately be 
used
-a design to preserve the complexity of the 
real-life setting with ‘rich situational 
affordances’ 
-a large number of resources to enable 
sustained examination from a number of
different perspectives
- a design which makes no attempt to 
fragment or simplify the environment 

2. Provide authentic
activities 
-Complex, open-ended,
realistic task requiring

-activities which have real-world
relevance 
-ill-defined activities
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Element of Authentic 
learning – 

Herrington’s model  

Guidelines for design and 
implementation of learning 

environment 
long time to complete 
and not simple tasks that 
can be completed 
quickly. 

-an opportunity for students to define the 
tasks and sub-tasks required to complete 
the activity 
-a sustained period of time for
investigation
-the opportunity to collaborate 
-tasks which can be integrated across 
subject areas

3. Provide access to
expert performances and
the modelling of
processes
-Modelling
expertise;distributed 
expertise to be tapped
using technological
tools.

-access to expert thinking and modelling 
processes
-access to learners in various levels of
expertise  
-opportunity for the sharing of narratives
and stories
-access to the social periphery or the 
observation of real-life episodes as they 
occur  

4. Provide multiple roles
and perspectives 
-Ensuring that teaching
and learning is not 
relying on a single 
source. 

-different perspectives on the topics from
various points of view 
-the opportunity to express different
points of view through collaboration
-the opportunity to criss-cross the learning 
environment by providing more than one 
investigation within a resource 
sufficiently rich to sustain repeated 
examination

5. Support collaborative 
construction of
knowledge
-Provide opportunities 
for students to 
collaborate.

-tasks which are addressed to a group 
rather than an individual 
-classroom organization into pairs or
small groups
-appropriate incentive structure for whole 
group achievement

6. Promote reflection to 
enable abstractions to be 
formed
-Provide oppotunities for
students to reflect both in 
task and on task [15].

-authentic context and task
-the facility for students to return to any 
element of the program if desired, and to 
act upon reflection
-the opportunity for learners to compare 
themselves with experts
-the opportunity for learners to compare 
themselves with other learners in varying 
stages of accomplishment 
-collaborative groupings of students to 
enable reflection with aware attention

7. Promote articulation to 
enable tacit knowledge to 
be made explicit 
-Provide oppotunities for 
students articulate their
growing understanding 
in speech and in writing 
when overall task and 
activities are completed. 

-a complex task incorporating inherent, as 
opposed to constructed, opportunities to 
articulate 
-collaborative, groups to enable social 
then individual understanding 
-public presentation of argument to enable 
articulation and defense of learning 

8. Provide coaching by 
the teacher at critical 
times, and scaffolding 
and fading of teacher
support 
-Provide scaffolding and 
coaching in the learning 
environment through less 
didactic approach
through a more 
supporting role [15]. 

-a complex, open-ended learning 
environment
-no attempt to provide intrinsic 
scaffolding and coaching 
-collaborative learning, where more able 
partners can assist with scaffolding and
coaching 
-recommendations that the teacher
implementing the program is available for
coaching and scaffolding assistance for a
significant portion of the period of use

9. Provide for integrated 
assessment of learning 
within the tasks 
-Using authentic 
assessments to assess 
products with a value

-fidelity of context
-the opportunity for students to be 
effective performers with acquired 
knowledge, and to craft polished, 
performances or products

Element of Authentic 
learning – 

Herrington’s model  

Guidelines for design and 
implementation of learning 

environment 
outside the learning 
environment, in a 
realistic setup ratherthan 
implementing separate 
tests. Realworld clients 
can be used in this case 
and genunine polished 
products of students 
could be used in their 
working lives. 

-significant student time and effort in
collaboration with others
-complex, ill structured challenges that
require judgement, and a full array of
tasks
-the assessment to be seamlessly 
integrated with the activity 
-multiple indicators of learning 
-validity and reliability with appropriate 
criteria for scoring varied products

1 

II. METHOD
Literature review was done through an electronic search 

of articles. All selected articles were from peer-reviewed 
journals. The main search terms used were Authentic 
education and technology. Peer reviewed articles written in 
English published between 2010 and 2021 for which full text 
is available online were used for the search. The initial search 
resulted in 307 journal articles, 02 reviews and 01 book 
chapter. Out of which 30 most relevant items from the initial 
search results were chosen based on where they have used 
technology within the teaching and learning setup, in order to 
support the elements of Herrington’s framework. For 
example, context designing, assessments, collaboration, 
communication etc. Those were further filtered based on 
technological tool terms such as ‘Audio, Video, Computer, 
Digital, Mobile, 3D, Simulation, Computational, Modelling, 
Cloud sharing, Data storage, Data base management, Web, 
Artificial intelligence, Virtual reality, Internet, Learning 
management systems, e-portfolio, Blog and Social media’. 
This resulted in a comprehensive analysis of 09 studies as 
listed below in Table 2. 

Overview 

Table 2. Summary of literature for technology integration in different 
educational setups 

Description of Study 
(Research 

Design/Subject/
Source/Analysis) 

Remarks 
(Findings/Technology tool/s used) 

-Qualitative data from
student comments on 
educational blog, 
interviews & classroom
observations 
-History 
-USA School students 
-Rubric based comment
analysis-Thematic 
[16] 

(a) Students engaged in analysis while 
working in the blog environment 
(b) Upon cultural experiences, they 
were able to better use their prior
knowledge
(c) a variety ofaffordances related to 
blogging encouraged and supported 
students as they completed their work
(d) Blogging activities were constrained
by the limits of students’ literacy and
subject specific skills, and the limits of
technology.
- Web, Social networking blogging tool
Web 2.0

-Survey and in-depth
interviewing 
-Wide array of subjects 
-265 higher educators; 
South African university 
-Statistical Analysis 

-The highest levels of authenticity were 
found for element authentic context and 
task, wherein lowest was found for
articulation.
-Moderate correlation identified 
between levels of authenticity and the 
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Description of Study 
(Research 

Design/Subject/
Source/Analysis) 

Remarks 
(Findings/Technology tool/s 

used) 

[17] role played by emerging technologies in 
achieving the authenticity, showing a 
potentially symbiotic relationship 
between them. 
-Digital media videos/mobile 
phones/web/online tutoring 
platforms/blogs/Channels such as Wikis 
and Google docs

- Design based research-
written material, artifacts
collection, interviewing 
and evaluation report 
-09-University educators;
Australian university 
-Thematic analysis 
[18] 

-Professional learning community
(PLC) would enrich understanding of
teaching with mobile technologies and
would enhance teaching.
-Enriched engagement with m-learning 
may be promoted by the establishment
of a PLC
-Mobile Technology-
Podcast/audio/texting/blogging/use of 
social media

-Review 
-Special education 
[19] 

- The use of online digital portfolios has
satisfied both the need to evaluate 
teacher candidates’ performance in 
special education settings and
encourage deeper reflection through the 
use of interactive digital technologies.
-Evidence for learning important 
instructional technologies by 
implementing them in authentic
settings.
-The author suggests the 
implementation of digital portfolios
may reinforce best practices in special 
education. 
-Phone, text, video hangout, Video, 
pictures, and graphs, Google Doc,
Online chat functions, Learning
Management Systems

-Design based action
research
-Language studies 
-School students; San 
Diego
[20] 

- Effective participation in peer review 
and constructive response 
-Provision of assistance in setting up 
networking flatforms rather than setting 
up them on their own
-Students could authentically see the 
value learning 
- Facebook, Twitter, Myspace, video 
chats via Skype, e-portfolio application
called Mahara-social networking and 
friending

-Action research 
-Climate change 
education 
-Primary school learners;
Greece
- Self-reflective analysis
[21] 

-Successful application of the
ExConTra learning paradigm-
Experiential, Constructivist,
Transformative-Changing, Reflecting 
and Acting 
-Cross-thematic and interdisciplinary 
curricular approach, 
-Learning activities that are long-term,
interdisciplinary, student centered and 
integrated with real-world issues and 
practices in which students planned, 
implemented and evaluated projects 
with real-world applications beyond the 
classroom 
-Web-based learning environment-
hypermedia technology, open-source 
learning technologies, ICT tools-
concept maps (Text2Mindmap),
spreadsheets (Zoho Sheet), 
presentations (280slides), paint tools
(Pixlr), word processing (Zoho Writer),

Description of Study 
(Research 

Design/Subject/
Source/Analysis) 

Remarks 
(Findings/Technology tool/s 

used) 

Venn diagrams (classtools.net), largely 
elicited from the Web, Drupal – an 
open-source content management 
system (CMS) similar to platforms like 
Joomla and Moodle 

-Quantitative survey 
-Nursing, education,
liberal arts and sciences 
-Southwestern university 
students in the United
States -28 online courses 
at in size from 8 to 25
enrolled students with a
total survey response of
392 
-Structural equation
modeling (SEM)
approach 
[22]

-Student-centered learning in the online 
setting vs online learner satisfaction was
studied. 
-Learner relevance, active learning, 
authentic learning, learner autonomy,
and computer technology competence 
has proven to predict students’ 
perceived satisfaction with online 
courses and web-based distance 
education at a statistically significant 
level.
-Online learning environment 

-Quasi experiment-pre-
test and post-test
questionnaire 
-Health education 
-Elementary school in
northern Taiwan-Classes
of fourth graders, 52
students comprised of 28
boys and 24 girls in the 
experimental group and
52 students comprised of
29 boys and 23 girls in
the control group 
-Statistical analysis
[23] 

-Digital game-based learning,
contextual learning, contextual 
decision-making, learning achievement, 
learning motivation, problem-solving 
ability 
-Improved the students' learning 
motivation, but also their learning 
achievement and problem-solving 
competences. 
-Significant two-way interaction
suggested that the contextual game-
based learning approach benefited the 
higher motivation students more than
the lower motivation ones in terms of
the advanced knowledge, showing the 
importance and potential of applying 
contextual games to health education 
activities. 
-Multimedia learning-digital game-
based learning

-Classical Structural 
Equation Modeling 
(SEM) 
-Quantitative research
approach 
-Information Technology 
-308 undergraduate 
students from a public
university in Turkey 
- Statistical analysis 
[24]

-Students' information management 
(i.e., retrieve, store, share, and apply)
practices were found to be 
significantly associated with their 
attitudes, which were in return 
significantly associated with the 
behavioral intentions. 
-Employing the Mobile cloud 
computing (MCC) services for personal 
information management should be 
supported and encouraged in the higher
education by designing authentic
learning environments and by
scaffolding the students in using such 
services.
-Mobile cloud computing (MCC), 
electronic databases (i.e., Scopus, WOS, 
and Google Scholar), MCC services 
(i.e., OneDrive, Dropbox, and Google 
Drive)

III. FINDINGS
According to the literature survey, it was evident that 

technology had been used in various forms and levels in 
educational setups. They range from classes and learning 
environments in kindergarten to tertiary and higher 
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educational levels. However, very few studies were found 
investigating all characteristics put forth in Jan Herrington’s 
framework of authentic teaching and learning environment. 
Out of the 42 guidelines put forth by Jan Herrington in 
achieving the 09 elements, only one or few are considered in 
most of the referred studies [14]. Many studies used 
technology for various teaching and learning activities.  In 
most of the studies technology was widely exploited for basic 
communication. However, communication among the main 
stakeholders of authentic education namely students, peers, 
senior students, facilitators/teachers, experts/outside world 
and public are not adequately considered. Although, 
technology could have been a vital part of facilitation of 
collaboration as an outcome was not adequately discussed. 
Technology was often used in creating various pedagogical 
contexts and content. However, it was rarely used for 
instruction or scaffolding purposes in authentic education 
setups. Furthermore, use of technology in design and conduct 
of assessments (both formative and summative) and 
providing timely feedback also might need further research. 
Considering the findings of the referred individual studies it 
is evident that the success of most of the implementations 
within these studies have depended upon three common 
factors. They are;  

1. Resources  
2. Efficacy[25],[26]   
3. Knowledge  
Access for physical resources such as hardware and 

software and access for professional development programs 
for knowledge and skill upgrade are considered as vital pre-
requisites  enabling teachers to select and apply the best-fit 
technique/s as per the situation [16]. Efficacy could be self-
efficacy as well as organizational support[27]. Individuals 
who take the initiative of integrating technological tools to 
enhance their teaching and learning  could be encouraged and 
motivated to uplift their self-efficacy to use technology in a 
personalized context, provided that the technological tools 
they use have favorable system efficacies[28]. It could be 
argued that, all three factors mentioned above would require 
support from the existing system/organization as well in 
addition to the individual acceptances; to result sustainable 
and collective change at the ground level. Therefore, these 
three factors (REK) could be regarded as the key pillars upon 
which the success of integrating technology in any 
educational setup would start its implementation process. In 
the proposed model REK appear at the foundation layer. 
Thereby, the resulting change could be made a sustainable 
one, if continuous update and upgrade occurs within the 
system especially in terms of physical resources, knowledge 
and skills. Further, efficacy could be assured via various 
positive reinforcements such as provision of motivational 
setups with appropriate recognition, reward for novelty and 
etc. 

Aforementioned interpretation could be graphically 
represented by a ‘Tripod’ model as illustrated in Figure 01. 
The three ‘pod legs’ consist the foundation layer upon which 
two ‘pod base’ layers operate with varying degrees of 

freedom corresponding to their variation, usage and 
importance in an educational setup. These two operational 
layers are connected through the ‘central column’ technology 
in various ways and hoist the ‘stage’ which is the environment 
where ‘Authentic Education’ could take place. Above the 
foundation layer the two levels of the operational layer which 
encompass Context, Content, Communication, Creativity, 
Connectivity and Collaboration (the 6C’s) appear in varying 
strengths. 

 
 

 
 
 

Fig.1. Proposing model for integration of technology within authentic 
education 

In most studies Context, Content and Communication 
appear to be the factors with the highest diversity where most 
educators prefer to employ technology [16],[17]. This could 
be due its large scope considering subject variations, content 
variations and other cultural, social and demographical 
variabilities. Compared to context, content and 
communication there is limited diversity in collaboration, 
connectivity and creativity. It is difficult to justify which one 
is of more importance than the other.  Since there cannot be 
education without context, content and communication in any 
pedagogy, it could be considered as a highly evolving layer 
subjected to increased diversity. Creativity, Connectivity and 
Collaboration stand comparatively selective in educational 
setups, therefore could be argued that these exist at two 
different levels in the operational framework. Considering the 
function of these elements these could be presented as the 
operational layer within which various technological tools 
could be integrated to appropriate pedagogical strategies. The 
two different levels which encompass the 6C’s would 
construct the operational layer together in the model 
proposed. 

IV. CONCLUSION 
This paper has summarized evidence for achieving 

authentic educational components through use of 
technological tools. A wide array of technological tools used 
in different educational setups for various subject disciplines 
were published in the literature. This shows the proven 
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general use of technological tools in aspects of authentic 
education. Some studies have intentionally used technology 
to implement authentic learning whereas some have 
discussed about the vital components of such a setup 
separately without mentioning or referring to any authentic 
education framework. High variation of technology was 
observed in context, content and communication. However, it 
can be argued that technology is not adequately integrated for 
peer, expert, teacher and senior student interactions. High 
creativity is required for the design of educational activities 
in the authentic learning paradigm. However, very limited 
studies show evidence explaining the effect of technology in 
successfully enabling connectivity, collaboration and 
creativity. Apart from those aspects, individual qualities and 
attitudes such as motivation, student achievement, 
engagement, performance is also found to be enhanced 
through technology integrated teaching and learning setups. 
However, it can be argued that these are always underpinning 
the latter with or without the researcher’s acknowledgement 
in most of the studies.  Therefore, further studies via 
qualitative approaches could assist in understanding more 
about the aforementioned individual qualities and attitudes 
and their intra and inter relationships along with the 
limitations and challenges connected to such implementations 
in educational setups. In addition, such studies could further 
be able to explain/expand the foundational layer and its 
components in the technology integration model proposed. 
Training is required for both knowledge and skill upgrade 
regarding educational technologies and design of creative 
educational experiences. Professional development programs 
aiming teachers revisiting the methods of access to resources, 
initiations for change of attitudes, beliefs and self-efficacies 
could be the most vital pillars to ensure continuous stability. 
This could also require a system change in terms of changes 
in policies and practices within a system encouraging 
technology integrated individual teaching approaches. 

Considering such concerns, technology could not possibly 
be a ‘bolted-on’ aspect in an authentic educational setup. The 
current model promotes ‘technology enabled learning’ rather 
than its simple integration and will have to be coupled with 
creative pedagogies and strategies further explaining how 
technology could be best integrated within the 6Cs of 
operational layer proposed within the model.[29]        
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